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DOCUMENT DISCLAIMER

The following legal disclaimer (“Disclaimer”) applies to this document (“Document”) and by accessing or 
using the Document, you (“User” or “Reader”) acknowledge and agree to be bound by this Disclaimer. If you 
do not agree to this Disclaimer, please refrain from using the Document.

This Document, prepared by the Digital Cooperation Organization (DCO). While reasonable efforts have been 
made to ensure accuracy and relevance of the information provided, the DCO makes no representation or 
warranties of any kind, express or implied, about the completeness, accuracy, reliability, suitability, or 
availability of the information contained in this Document.

The information provided in this Document is intended for general informational purposes only and should 
not be considered as professional advice or not necessarily reflect the official views of the DCO Member 
States. The DCO disclaims any liability for any actions taken or not taken based on the information provided 
in this Document.

The use of this Document is solely at the User’s own risk. Under no circumstances shall the DCO be liable 
for any loss, damage, including but not limited to, direct or indirect or consequential loss or damage, or any 
loss whatsoever arising from the use of this Document.  

Unless expressly stated otherwise, the findings, interpretations and conclusions expressed in this 
Document do not necessarily represent the views of the DCO. The User shall not reproduce any content of 
this Document without obtaining the DCO’s consent or shall provide a reference to the DCO’s information 
in all cases.

By accessing and using this Document, the Reader acknowledges and agrees to the terms of this Disclaimer, 
which is subject to change without notice, and any updates will be effective upon posting.

The DCO reserves the right to update, modify or remove content from this Document without prior notice. 
The publication of this Document does not create a consultant-client relationship between the DCO and the 
User.
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1. CONTEXT

The Digital Cooperation Organization (DCO) is the world’s first standalone inter-governmental 
organization focusing on the digital economy. The DCO brings together governments, the 
private sector, international organizations, NGOs, and civil society, emphasizing the importance 
of collaboration and the power of collective endeavors to accelerate the growth of the Digital 
Economy and promote digital prosperity for all.

The primary aim of the DCO Digital Space Accelerator (DSA) is to establish pathways that 
encourage cooperation among key players in the digital economy ecosystem, providing the DCO 
Member States and the world the necessary tools to attain excellence in the digital realm. The 
DSA encompasses six thematic areas, each with a dedicated focus: Digital rights, digital skills 
gap for youth, public-private partnerships for the development of the digital economy, tax and 
financial incentives for the ICT sector, empowering women in ICT, and online misinformation.

Part of the DCO’s endeavor, a flagship initiative called the ‘Digital Space Accelerator (DSA)’ came 
to life, bringing together experts from across the globe to discuss, ideate, and bring forward 
potential solutions to overcome obstacles the digital economy is facing. 

Each thematic area is managed by a team of key experts, organizing, and driving roundtables 
across the globe, involving the DCO Member States, Observers, partners, and subject matter 
experts, to gather valuable insights, and collectively work towards a series of practical 
deliverables; within this guideline document, the topic of online misinformation is uncovered in 
depth. 
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2.EXECUTIVE SUMMARY 

2.1 Focus area 1 - Online misinformation classification:

2.2 Focus area 2 - Establishing standards and principles to combat 
online misinformation:

Online misinformation can be understood as the dissemination of incomplete or factually 
erroneous information, often propagated through a myriad of sources on various social media 
platforms. This discourse involved a comprehensive exploration of misinformation, underscoring 
its implications on a global scale.

This research revolves around the classification of online misinformation, with a specific 
emphasis on terminologies like “misinformation”, “disinformation”, “mal-information”, and “fake 
news”. Some of the significant gaps identified in these areas are the absence of a universally 
accepted classification system for online misinformation and the lack of a standardized 
classification system for information disorders.

This focus area aims to create a framework centered on critical aspects such as ethical 
considerations for social media organizations, enabling access to safe social media platforms, 
responsible journalism, transparency in online advertising, and implementing a robust 
reporting mechanism for misinformation. The digital landscape is rife with misinformation, 
posing a significant challenge to the integrity of online information. In response to this, there 
is a pressing need to develop a set of standards and principles that can serve as a guiding 
framework for various stakeholders. A holistic approach encompassing technology, regulatory 
measures, societal involvement, empowerment strategies, and research endeavors is crucial to 
effectively combat the challenge of misinformation.

Our recommendations are a set of aspects to consider while creating a comprehensive 
misinformation classification framework, to enhance society’s ability to discern and categorize 
digital misinformation. In addition, Authors have put forward a high-level theoretical framework 
for misinformation classification that considers these aspects and our research findings. As a 
way forward, the proposed theoretical framework can be strengthened considering real-world 
use cases.

The expeditious spread of misinformation, notably through social media platforms, has raised 
a multitude of challenges, due to the immediacy of information dissemination, coupled with the 
sheer velocity and magnitude of its propagation.

These present formidable obstacles to the global community in assessing information quality 
within a reasonable timeframe, possibly leading to financial losses, reputational damage, 
and legal liabilities, undermining the trust in online platforms, and ultimately affecting digital 
economy growth.

The guidelines address the issue of online misinformation through understanding the context, 
challenges, and way forward for five focus areas, illustrated below. Additionally, a comprehensive 
explanation of these focus areas is provided in chapter 4 of this document.

The methodology employed in the development of this guideline document integrates a 
combination of primary research, encompassing insights derived from globally conducted 
roundtable sessions; and secondary research, comprising information obtained through reliable 
online sources.



8

Emphasizing these standards and principles demonstrates a commitment to preserving 
information integrity, and stakeholders such as policymakers, researchers, practitioners, and 
international organizations should work together to include and advocate the inclusion of these 
standards and principles in global regulatory frameworks to combat online misinformation.

2.3 Focus area 3- Enhancing media literacy in journalism:

2.5 Focus area 5- Launching public awareness campaigns:

2.4 Focus area 4 - High-level requirements for a holistic fact-checking tool:

Empowering future journalists with media literacy skills is crucial for accurate and responsible 
reporting. The context surrounding the imperative to bolster media literacy in journalism stems 
from the evolving landscape of information dissemination. In the absence of comprehensive 
media literacy skills, there is a risk of inaccurate information dissemination, potentially 
compromising the integrity of journalism.

Raising public awareness about the impact of misinformation is crucial to foster a discerning 
public. Deliberations on the possible campaign’s goals and how success will be measured, 
and exploring strategies for the effective design of initiatives are certain aspects of launching 
effective public awareness campaigns that aim at countering misinformation. The challenge 
at hand involves strategically raising awareness about misinformation to instill a sense of 
discernment within the public.

To address this challenge, it is suggested to comprehensively strategize the dissemination of 
information to raise public awareness about misinformation. Stakeholders, including international 
organizations, governments, and businesses should collaborate on joint initiatives, boosting 
people’s critical thinking skills and educating them on how to identify online misconceptions.  

The emphasis of this focus area revolves around establishing the foundational criteria for a 
holistic fact-checking tool. The observed gap in this focus area represents the absence of a 
holistic fact-checking tool that can cater to the dynamic requirements of misinformation.

It is suggested is to establish a techno-functional approach leveraging experts’ understanding of 
online misinformation coupled with the technological prowess of large multinational technology 
firms, for building and strengthening collaborative partnerships with the technology industry. 
This focus area puts forward a set of requirements for fact-checking tools that stakeholders 
should consider and expand on for comprehensive, rapid, and user-focused fact-checking 
technology solutions.

Overcoming this challenge requires a concerted effort to integrate media literacy education 
into journalism training programs. It is suggested that relevant stakeholders focus on requisite 
protection and support for journalists, institutionalized media literacy, ethical reporting with 
transparency measures, collaborative actions against online misinformation, technology 
integration, and a comprehensive media literacy programs to fortify media literacy, protect 
journalists, and promote responsible journalism. 

Stakeholders, including governments, journalists, academia, media literacy experts, IT firms, 
civil society, and international organizations should consider these items as groundwork to 
boost media literacy in journalism.

Online misinformation has far-reaching effects on the digital economy, societal trust, and 
democratic processes. The purpose is to provide guidelines for a holistic regulatory strategy 
encompassing classification, standards, media literacy, fact-checking tools, and public 
awareness campaigns to address crucial gaps in combating misinformation.
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3. INTRODUCTION TO ONLINE MISINFORMATION

Social media and digital platforms have grown increasingly crucial for building successful 
and sustainable businesses and fostering the expansion of the digital economy. Nevertheless, 
the presence of distorted content on these platforms impacts entities and leads to confusion 
among individuals, making it challenging to discern between true and false information. The 
widespread dissemination of inaccurate or misleading information also presents significant 
risks to the acceptance of social media platforms, thus impacting the digital economy.

This chapter covers various challenges pertaining to online misinformation, outlines the reasons 
for combating misinformation, discusses the involvement of stakeholders in navigating the 
complex landscape of today’s digital age, examines the impact of misinformation on society, 
and highlights key focus areas for addressing online misinformation.

3.1 Challenges Related to Online Misinformation

While understanding misinformation’s impact on the digital economy, it is also imperative to 
comprehend the related challenges, reasons, and stakeholders involved to address the rising 
issue of misinformation, as illustrated in Figure 1 below: 

Figure 1 Online misinformation challenges

Misinformation can 
spread very quickly

Countering 
misinformation is 
complex

Limited effective
misinformation
mgmt. tech tools
(e.g., fact-checking)

Misinformation 
raises concerns 
over personal data 
privacy

Lack of cohesive 
global or regional 
standards to address 
misinformation

Limited media 
literacy inclusion
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Rapid dissemination of misinformation (Misinformation can spread 
very quickly)

The speed at which misinformation proliferates is a significant challenge, 
fueled by the instantaneous nature of online communication platforms. This 
rapid spread can outpace efforts to counteract false narratives, making timely 
intervention crucial in mitigating potential harm[1].

Limited effective misinformation fact-checking tools

Another challenge lies in the scarcity of highly effective tools dedicated to 
swiftly and accurately debunking misinformation. The need for advanced 
technologies capable of efficiently verifying the authenticity of information 
is essential to keep pace with the evolving tactics employed by purveyors of 
false information[2].

Complexity in countering misinformation

Countering misinformation is a multifaceted challenge due to its dynamic and 
adaptive nature. Misinformation often adapts to circumvent traditional fact-
checking methods, requiring a nuanced and adaptable approach to effectively 
combat false narratives across diverse platforms and contexts[3].

Misinformation raises concerns over personal data privacy

The propagation of misinformation can raise substantial concerns regarding 
the privacy of personal data. False narratives may exploit and manipulate 
individuals’ private information, intensifying the need for comprehensive 
strategies that safeguard privacy while countering the spread of misleading 
information[4].

Lack of cohesive global or regional standard to address misinformation

The lack of universally accepted global or regional standards compounds the 
challenge of addressing misinformation. Establishing cohesive frameworks 
and protocols is essential for a coordinated international effort to combat 
misinformation effectively, considering the borderless nature of online 
information dissemination[5].

Limited media literacy inclusion

The challenge of misinformation is exacerbated by a deficiency in 
incorporating media literacy initiatives. A lack of comprehensive educational 
programs hampers the public’s ability to critically evaluate information 
sources, emphasizing the need for widespread media literacy inclusion to 
empower individuals with the skills to discern and navigate the complexities 
of information in the digital age[6].
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3.2 Reasons to Combat Online Misinformation

In the current global landscape, social media and digital platforms play a pivotal role in the 
digital economy. The speed of misinformation dissemination through social media is particularly 
alarming, impacting both online and offline communities through sources, including social 
media bots, news aggregators, and video hosting websites. This can erode consumer trust, 
leading to financial and reputational damage, ultimately affecting digital economy growth.

The real-time nature of the content and the speed and volume of propagation have posed 
significant threat for the global community in assessing the quality of the information in a timely 
manner. The following are some of the reasons which make it imperative for us to combat 
online misinformation.

Rapid spread of misinformation

Gaps in assessment and countering

Inadequate media literacy

Lack of advanced fact-checking tools

The real-time nature of social media platforms facilitates the rapid 
dissemination of misinformation. The immediacy of information sharing on 
these platforms allows false or misleading content to spread swiftly, often 
outpacing the circulation of accurate information. This heightened speed 
amplifies the challenge of preventing the widespread acceptance of false 
narratives, requiring proactive measures to address the velocity at which 
misinformation can permeate online spaces[1].

Timely identification and response are imperative in assessing and 
countering misinformation, which is hindered by the rapid circulation of false 
misinformation. This intricacy underscores the necessity for comprehensive 
strategies, to actively counter the misleading narratives disseminated across 
digital platforms[2].

There is a lack of focus on media literacy, particularly in educational curricula, 
hindering logical thinking skills in individuals. Prioritizing media literacy 
education is not just advantageous but essential in empowering individuals to 
identify reliable information[7].

The need for advanced, interoperable fact-checking tools is essential in 
combating misinformation. The absence of such tools intensifies the challenge 
of verifying information authenticity, making it arduous for individuals, online 
platforms, and authorities to distinguish between factual and false content. 
The development and implementation of robust fact-checking tools are 
crucial to curbing the unrestrained spread of misinformation across diverse 
online environments, and their limited presence highlights the imperative to 
apply efforts to address online misinformation[2].
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Privacy safeguards

Preserving consumer trust

Enhanced evidence-based investments

Combating misinformation is crucial due to the unauthorized sharing of 
personal data in its dissemination, leading to substantial privacy concerns. 
Effectively addressing misinformation necessitates tackling these privacy 
issues concerning the management and safeguarding of personal information. 
Achieving a harmonious balance between information dissemination and 
privacy protection is essential for fostering a reliable online environment[4].

Combating misinformation is imperative due to its direct and significant threat 
to consumer trust across diverse sectors. The consequences extend beyond 
financial losses and reputational damage, including strained relationships 
with customers and stakeholders. To safeguard consumer trust, it is 
essential not only to counter misinformation but also to employ transparent 
communication strategies that rebuild confidence among affected parties, 
preventing enduring repercussions on brand reputation and consumer 
relationships[5].

Combating online misinformation supports rational decision-making processes 
and facilitates informed investment decisions which are currently lacking in our 
digital economy. By mitigating information distortion, it promotes the growth 
of the digital economy, fostering evidence-based investments and advancing 
overall industrial progress. Implementing proactive measures, such as robust 
information verification processes and promoting education on critical thinking, 
becomes crucial for building a resilient digital economy[8].

 Need for adaptive regulations

The surge in regulatory scrutiny and legal liabilities due to misinformation 
underscores the necessity to combat it. Beyond being a social and ethical 
concern, addressing misinformation becomes a legal necessity, requiring a 
careful equilibrium between safeguarding freedom of expression and ensuring 
accountability on digital platforms. The evolving legal landscape highlights 
the urgency of establishing resilient principles, emphasizing the crucial role 
of adaptive regulations that align with the dynamic nature of misinformation 
in the digital age[5].
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Limited integration of media literacy in education

High-speed of misinformation spread

People’s right to access accurate information

Use of incorrect and misleading contents in online advertising

Efforts to integrate media literacy into educational curriculum remains 
limited, contributing to challenges in equipping individuals with the necessary 
skills to discern accurate information from misinformation. Enhancing media 
literacy programs is vital for empowering the younger generation to navigate 
the digital landscape effectively[9].

The rapid dissemination of misinformation presents a significant challenge. 
The speed at which false information spreads on digital platforms underscores 
the urgency of implementing effective countermeasures and response 
strategies. Addressing this challenge requires proactive measures to keep 
pace with the dynamic nature of misinformation[6].

People have the right to access accurate information as misinformation 
can erode trust in institutions and media, leading to societal divisions and 
uncertainty. Additionally, an informed citizenry is essential for overall public 
safety, as misinformation can hinder the public’s ability to make well-informed 
decisions.

The use of incorrect and misleading content in online advertising adds 
another layer to the challenge. Collaborative efforts between digital platforms, 
advertisers, and regulatory bodies are necessary to ensure the integrity of 
online advertising and protect users from deceptive practices[6].

3.3 Stakeholders’ Involvement in Navigating the Complex Landscape
Misinformation is a complex and multifaceted phenomenon that involves multiple stakeholders, 
including policymakers, journalists, international organizations, digital platform managers, 
educationalists, technology experts, and citizens among others.

Stakeholders face diverse challenges while combating misinformation in today’s digital age. In 
navigating the intricate landscape of today’s digital age, stakeholders must collectively address 
these challenges through collaborative initiatives, education, technological advancements, and 
regulatory measures. This multifaceted approach is crucial for building resilience against the 
pervasive impact of misinformation.

The following examples explain such challenges:
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Lack of global cooperation for coordinated efforts

The lack of global cooperation hampers coordinated efforts to combat 
misinformation across diverse cultural and political contexts. Establishing 
collaborative frameworks involving international organizations, governments, 
and technology companies is crucial for creating a unified front against the 
global challenge of misinformation[6].

3.4 Impact of Misinformation on Society
The rapid proliferation of misinformation through online platforms has emerged as a pressing 
societal challenge, yielding far-reaching consequences. This phenomenon accelerates the 
dissemination of false information, undermining trust in reliable sources and institutions. 
The pervasive nature of misinformation poses a direct threat to decision-making processes, 
influencing public opinion, political choices, and individual behaviors. The following examples 
illustrate the negative impact of misinformation on society:

In summation, the negative impact of misinformation on society is an urgent concern that 
demands concerted efforts and vigilant strategies. The accelerated spread of misinformation 
through online platforms not only jeopardizes the integrity of information but also undermines 
the very foundation of trust in reliable sources and esteemed institutions. This erosion of trust 
contributes to a pervasive climate of skepticism and uncertainty, hindering the formation of 
well-informed opinions and decisions.

Online platforms have enabled the 
rapid and widespread dissemination of 

information, making misinformation spread 
faster than accurate information [6].

Acceleration of misinformation

Misinformation can influence public 
opinion, political decisions, and even 

individual behaviors, potentially leading to 
harmful consequences [6].

Impact on decision-making

It erodes trust in reliable sources, 
including news organizations, government 
agencies, and other reputable institutions, 

leading to a climate of skepticism and 
uncertainty [6].

Undermining trust

Misinformation regarding health issues, 
especially during pandemics, can have 

severe consequences, affecting people’s 
health and well-being [6].

Public health concerns
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3.5 Focus Areas to Address Online Misinformation

Based on challenges identified and upon the feedback gathered from the stakeholders from 
the global roundtables of the DCO’s Digital Space Accelerator (DSA) in Cape Town, Geneva, and 
Riyadh [6, 10, 11], the following focus areas were identified and addressed in these guidelines as an 
approach to combat  online misinformation:

Classification of online misinformation

Establishing standards to combat online misinformation

Enhancing media literacy in journalism

High-level requirements for a holistic fact-checking

Launching public awareness campaigns

The classification of online misinformation stresses on categorizing 
misinformation, including terms like “misinformation”, “disinformation”, 
“mal-information”, and “fake news”. It identifies the lack of a standardized 
classification system, proposing the collection of audience data to deepen our 
comprehension of digital misinformation.

This focus area proposes standards and principles related to responsible 
journalism, transparency in online advertising, ethics of social media 
organizations, and providing access to social media platform data for 
researchers. The approach is multifaceted, encompassing technology, 
regulations, society, empowerment, and research.

The goal of this focus area is to empower future journalists with media literacy 
skills for accurate and responsible reporting.

This focus area involves identifying functional requirements for comprehensive 
fact-checking tools and fostering collaboration with the technology industry 
to co-create state-of-the-art software tools.

This area focuses on raising awareness about misinformation to cultivate a 
discerning public. Deliberations include defining campaign goals, measuring 
success, and designing effective strategies to combat misinformation.
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4. AN IN-DEPTH ANALYSIS OF KEY FOCUS AREAS TO 
ADDRESS MISINFORMATION

4.1 Online Misinformation Classification

4.1.1 Background

Misinformation is typically disseminated through various channels and entails incomplete or 
factually inaccurate information. The spread of misinformation on the internet is a cause of 
great concern for all members of society, including the government, businesses, and citizens. 
An alarming trend outlined in a referenced research article (cited as[12]) revolves around the 
deliberate misuse of political, regional, and religious undercurrents to exacerbate existing social 
and cultural divides.

This strategic approach aims to foster distrust within society, thus exacerbating current divisions. 
Moreover, a research paper (referred to as[13]) highlights the adverse impact of misinformation 
on individuals and society at large, as it systematically persuades consumers to adopt false 
beliefs that serve specific agendas.

Considering these findings, it is imperative for government entities, policymakers, international 
and inter-governmental organizations, businesses, and citizens to collaboratively address the 
issue of misinformation on the internet. The need for comprehensive strategies that encompass 
education, technology, and regulatory frameworks is underscored by the potential threats posed 
by the proliferation of false or incorrect information.

By acknowledging and understanding these data-driven insights, stakeholders can collaborate 
to formulate effective guidelines to mitigate the harmful effects of misinformation and safeguard 
the integrity of public discourse in the digital age.

Our secondary research revealed various forms of misinformation; however, there is a lack 
of global or regional consensus on their classification. Terms such as “misinformation”, “fake 
news”, “mal-information”, and “disinformation” are used broadly, while narrower terms like 
“rumors”, “clickbait”, and “fake reviews” exist. Despite efforts by academia and researchers, 
there is no universally agreed-upon typology for information disorders [14]. The following are the 
terminologies to describe misinformation:

False or inaccurate 
information that 

is shared / spread 
unintentionally, 

without the intent to 
deceive or harm [15].

Classification of 
misinformation: 

Deliberately crafted 
or deceptive news 
articles or stories 

presented as 
genuine factual news 

reporting [14].

Fake news: 

False information, 
which is intentional 

and malicious, aiming 
to deceive, mislead, 

or manipulate 
people by spreading 

narratives [7].

Disinformation: 

The deliberate 
sharing of true but 
private or sensitive 

information with 
the intent to 

harm, defame, or 
discredit individuals, 

organizations, or 
entities [7].

Mal-information:  
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4.1.2 Identified Gaps

Classifying misinformation is a challenging task due to various complexities inherent in 
information dissemination, interpretation, and the evolving landscape of digital communication. 
The below identified gaps associated with the classification of information underscore the 
nuanced nature of combating online misinformation, requiring comprehensive, adaptive, and 
globally coordinated strategies to foster a resilient and united front against the challenges 
posed by the digital information age.

This perpetual cat-and-mouse game between those spreading misinformation and those seeking 
to counteract it underscores the need for agile and adaptive classification systems capable of 
anticipating and responding to the ever-changing tactics employed by human adversaries.

Developing robust strategies to stay ahead in this dynamic environment is essential for effective 
misinformation mitigation. Efforts to improve the classification of misinformation require a 
deeper understanding of these challenges and a multidisciplinary approach. Ongoing research 
and global collaboration are essential to refine classification methods and adapt to the evolving 
nature of misinformation[6].

Rapidly evolving digital communications landscape: 

The digital communications landscape is marked by constant innovation and 
evolution, introducing new online platforms and communication methods at 
an unprecedented pace. The rapid emergence of novel technologies, social 
media platforms, and communication tools poses a persistent challenge in 
keeping abreast of the changing dynamics. As users engage with diverse 
channels and adopt different modes of communication, the landscape’s 
dynamism complicates efforts to establish consistent measures for identifying 
and combatting misinformation[6].

Intent interpretation: 

Distinguishing between misinformation, disinformation, and mal-information 
requires a nuanced understanding of the intent behind the information. 
However, the interpretation of intent is a complex and subjective task. Identifying 
the motives behind the dissemination of information becomes challenging as 
intent is not always explicitly evident in the content itself. This ambiguity adds 
a layer of difficulty in accurately classifying information, contributing to the 
intricate landscape of misinformation, and making it imperative to develop 
sophisticated tools and methodologies for discernment[6].

User perception: 

The perception of misinformation is highly influenced by individual beliefs, 
biases, and preconceptions. Different users may interpret the same piece of 
information in divergent ways, creating a subjective lens through which they 
view content. This variability in user perception poses a formidable challenge 
in establishing universal criteria for the classification of misinformation. 
Understanding and accounting for the diverse perspectives and cognitive 
biases of users become crucial components in the design of effective 
classification systems[6].
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Algorithmic bias: 

Automated systems play a pivotal role in the classification of misinformation, 
yet they are not immune to biases. The algorithms employed for this purpose 
may inadvertently inherit biases present in the data used for their training. 
If the training data reflects existing societal biases, the algorithms may 
exhibit similar biases, impacting their ability to accurately differentiate 
between reliable and misleading information. Addressing algorithmic bias is 
paramount to ensure fair and unbiased classification, necessitating ongoing 
scrutiny and refinement of these automated systems[6].

Human adversaries: 

The landscape of misinformation is further complicated by the active 
involvement of human adversaries who intentionally adapt and modify their 
tactics to circumvent classification systems. These adversaries actively exploit 
vulnerabilities in automated tools, continuously evolving their strategies to 
evade detection.
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4.1.3 The DCO’s Recommendations

While the challenges in classifying misinformation are complex, global efforts are underway 
to address these issues. Here is a set of measures recommended from the DCO that must be 
adopted globally to tackle the challenges associated with classifying misinformation.

Continuous research and development

Lastly, it is critical to consider and emphasize the importance of 
continuous research and development to address the dynamic nature of 
misinformation. Proactive measures involve staying ahead of emerging 
trends and technologies in the digital realm. 

Encouraging cross-disciplinary collaboration between researchers, 
technologists, and content experts is crucial to enable a holistic 
understanding of emerging misinformation tactics, facilitating the 
development of comprehensive countermeasures. Regularly updating 
misinformation classification frameworks based on evolving trends ensures 
that misinformation classification remains robust and effective[6].

Classification of misinformation – Strategies to combat diverse forms of online 
misinformation.

User experiences and perceptions

Effectively addressing the issue of online misinformation in the digital age requires a 
comprehensive and nuanced approach. This entails recognizing the complexities associated 
with user experiences, cultural variations, algorithmic biases, and the evolving nature of 
online platforms and the technologies that support them. The following aspects outline crucial 
considerations in the classification of misinformation, emphasizing user-centric strategies, 
cultural inclusivity, algorithmic fairness, and the necessity of continuous research and 
development[6].

One of the crucial factors in developing strategies and tools to classify 
information and combat misinformation is placing users at the center of 
the process. By prioritizing user experiences and perceptions, the goal 
is to enhance the effectiveness of initiatives. Soliciting user feedback 
and involving them in decision-making processes ensures that the 
classification aspects are aligned with user needs and preferences.

Cultural, regional, and contextual differences
It is also crucial to respect and promote the intricacies of diverse cultural, 
regional, and contextual perspectives as one of the inclusive principles 
for classifying misinformation in the online information ecosystem. 
By recognizing and incorporating these variations, misinformation 
classification frameworks can enhance the dynamic landscape of 
misinformation across various cultural and regional contexts.

Inclusive classification principles recognize the richness of these 
differences, ensuring that misinformation frameworks are adaptable 
to various cultural and regional contexts. Collaboration with diverse 
stakeholders, including cultural experts, aids in developing nuanced and 
culturally sensitive classification approaches[6].

This user-centric approach aims to create a classification system that is 
transparent, accessible, and tailored to meet the expectations of users, 
ultimately fostering trust and acceptance of the tool[6].



22

Algorithmic fairness and bias mitigation

Online misinformation presents a complex socio-technical challenge influenced 
by various factors, including the algorithms driving content recommendations 
on digital media platforms[16], [17]. The inner workings of algorithms, such as 
Recommendation Algorithms (RAs) remain largely opaque to the public, leading 
critics to highlight that users’ lack control over the information they encounter, as 
it is determined by algorithms. 

This lack of transparency raises concerns about algorithmic biases, which can 
restrict users’ exposure to diverse perspectives and diminish the quality of 
information accessed, potentially rendering them susceptible to misinformation. 
For example, platforms like YouTube have faced criticism for promoting divisive, 
sensational, and conspiratorial content[16].

Additionally, algorithmic biases can exacerbate existing doubts or beliefs, 
as seen when individuals searching for information on topics like COVID-19 
vaccines encounter increasingly narrow and reinforcing content, amplifying their 
uncertainties[17].

Advocate for adopting algorithmic fairness and bias mitigation as guiding 
principles in developing algorithms for classifying misinformation. This approach 
ensures that the algorithms remain unbiased, fair, and accurate, emphasizing the 
implementation of measures to prevent any form of bias and promoting fairness 
in the classification of misinformation.

Ensuring fairness in algorithmic design involves scrutinizing potential biases and 
discriminatory outcomes. Regular audits and assessments of algorithms should 
be conducted to identify and rectify biases, promoting equitable misinformation 
classification[6].
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4.1.4 Conclusion

The critical landscape of online misinformation classification emphasizes the pervasive impact 
of misinformation on society. This underscores the deliberate misuse of political, regional, and 
religious undercurrents to exacerbate social divisions, highlighting the strategic manipulation of 
information to sow seeds of mistrust. Based on the research and proposed aspects, classification 
criteria for misinformation have been identified, and a high-level theoretical misinformation 
classification framework has been put forward as shown in Figure 2.

This includes the first layer, which comprises overarching aspects such as user experiences, 
cultural diversity, and algorithmic fairness and research and development, and the second 
layer consisting of typologies of misinformation categorized as intentional and unintentional, 
following the definitions that the research and the literature has shown, where information is 
not accurate and not intended to harm, it is referred to as misinformation. If the information 
is inaccurate and purposely intending to harm, it can be referred to as mal-information or 
disinformation, whereas fake news can be disseminated with both intentions.

Prioritizing user-centric strategies enhances transparency and trust, and helps recognize cultural 
differences, which are crucial in staying ahead of evolving misinformation tactics. Embracing 
these principles can contribute to a resilient and united front against the challenges posed by 
the digital information age, ensuring a more secure and trustworthy online environment for all.

Figure 2: High-Level theoretical misinformation classification framework

The above-mentioned high-level theoretical framework for misinformation classification 
came to life from the research conducted as part of the DCO’s Digital Space Accelerator (DSA) 
roundtables and secondary research. There is essence in further strengthening this framework 
for classifying misinformation and validating it with real use cases. The way forward should 
consider the above-mentioned aspects to define clear and operationalizable criteria for 
misinformation classification and develop a hierarchical structure for classification.
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The battle against online misinformation is a dynamic process, with global actors continually 
refining strategies in response to evolving challenges. Even though efforts to establish holistic, 
comprehensive, and cohesive standards in this regard can be considered nascent and limited, 
there are regulatory efforts extending international cooperation and the establishment of global 
standards and principles that should be highlighted and leveraged.

The European Union, for instance, is actively involved in discussions and collaborations with 
international partners to address the challenges of misinformation on a global scale. Learning 
from the experiences of influential entities like the EU and considering diverse approaches 
worldwide are essential for developing effective and adaptable frameworks to combat 
misinformation on a global scale.

4.2 Establishing Standards and Principles to Combat Online 
Misinformation

4.2.1 Background

Online misinformation is a multifaceted challenge that requires effective international and local 
standards, principles, and regulations. This focus area emphasizes the creation of standards, 
principles, and policies and regulations to address the spread of false or misleading information 
on digital platforms.

In this context, standards can establish best practices for addressing the issue of misinformation; 
principles can outline fundamental values and guidelines to consider when attempting to 
address misinformation; and regulations enforce mandatory rules or laws to ensure adherence 
to standards and principles in place.

The global battle against online misinformation demands a multifaceted approach, integrating 
technological advancements, regulatory frameworks, social initiatives, user empowerment, and 
research-driven interventions, for instance, establishing standards and principles for social 
media users to understand and flag misinformation, or standards and principles to safely adopt 
approaches to combat misinformation.

Based on our ongoing primary and secondary research, it was inferred that not much has been 
done in this field to address the issues of online misinformation effectively and efficiently in 
terms of standards, principles, and the regulatory landscape. A summary of our findings is 
presented below:

There are different collaborative efforts from relevant stakeholders to frame standards, 
and principles to combat misinformation. However, these efforts are still nascent, and 
stakeholders including IOs and governments, require applying more focus to address 
misinformation challenges through standards and regulations.

Nascent efforts

Lack of global and regional standards, and principles, like, transparency of online advertising, 
responsible journalism, user empowerment, social media ethics, and accountability.

Limited current standards

Global efforts to combat misinformation are hampered by a lack of coordination and 
collaboration. Governments and international organizations are not working together to find 
solutions actively and effectively to this growing problem.

Lack of coordination
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The following are some initiatives undertaken globally by certain countries and international 
organizations to combat misinformation:

• Singapore  has established an act called the ‘Protection from Online Falsehoods and 
Manipulation Act (POFMA)’ and has set-up the POFMA office to protect the Singapore 
public against online harm by countering the proliferation of online falsehoods[20].

• Germany’s network enforcement act (NetzDG) requires social media platforms to 
remove illegal content, including hate speech and misinformation, within a specified 
time frame or face fines[19].

• The Kingdom of Saudi Arabia (KSA) issued and implemented the Anti-Cyber Crime 
Law, which aims at countering misinformation on social media platforms. In practice, 
this law will be helpful to mitigate the dissemination of false misinformation that affects 
the public on social media in KSA[78].

• The United Arab Emirates (UAE) introduced laws and regulations to combat online 
misinformation. The UAE has implemented comprehensive guidelines regarding the 
verification of information and news sources. They have established the National Media 
Council to regulate and oversee the media sector, including digital and social media 
content[21,11].

• The United Nations (UN): In April 2022, the United Nations Human Rights Council 
passed a resolution addressing the issue of “fake news”. The resolution aims to tackle the 
spread of false information and disinformation, which have the potential to erode human 
rights, foster social division, and distort public discourse. This development reflects the 
growing recognition of the harmful impact of misinformation on societies worldwide[23].

• The United States of America (USA):  In response to growing concerns about the 
role of online platforms in disseminating misinformation and contributing to societal 
polarization, Section two hundred and thirty of the Communications Decency Act in the 
USA policy focuses on managing the various aspects of misinformation. The primary 
purpose of Section 230 is to foster free speech and innovation on the internet by shielding 
platforms from legal repercussions related to user-generated content. This means that 
platforms like social media sites, forums, and online marketplaces are not held legally 
responsible for the content posted by their users, whether it is defamatory, offensive, or 
otherwise harmful[22].

• Another example of UN initiatives includes the press statement released on November 
1st, 2021, titled “Officials Outline United Nations Fight against Disinformation on Multiple 
Fronts as Fourth Committee Takes Up Questions Related to Information”. In this statement, 
officials from the UN elaborate on strategies and initiatives aimed at countering the spread of 
misinformation and false narratives. The strategies and initiatives mentioned include measures 
such as promoting media literacy, supporting independent journalism, fostering fact-checking 
initiatives, collaborating with technology companies, and advocating for policy measures to 
address disinformation effectively[24].

a. The European Union has established a voluntary code of practice to address the 
spread of online disinformation. Online platforms, including major technology 
companies, have committed to taking specific measures to counter disinformation 
and enhance transparency[18,11].

b. The Digital Services Act (DSA) and the Digital Markets Act (DMA) are two significant 
legislative proposals aiming to regulate digital services and address issues such as 
misinformation[18,11].

• EU code of practice on disinformation 
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4.2.2 Identified Gaps

Addressing the complex challenge of online misinformation reveals several critical gaps that 
impede effective responses through mitigation standards, principles, or regulations. There are 
multiple challenges that hinder the ability of setting standards and principles to address online 
misinformation.

The following identified challenges underscore the intricate nature of combating online 
misinformation, requiring comprehensive, adaptive, and globally coordinated strategies to 
foster a resilient and united front against the challenges posed by the digital information age.

Adapting to technological advances

Complex regulatory landscape.

Lack of structured and multidisciplinary methodologies

In the face of rapid technological evolution, refreshing and constantly 
updating standards, principles, and regulations becomes imperative. 
Relevant stakeholders, including policymakers, should ensure that 
standards, principles, and regulations remain aligned with emerging trends. 
The continuous evolution of technology demands a proactive approach from 
relevant stakeholders, necessitating constant evaluation of regulations to 
ensure they not only keep pace with technological advancements, but also 
anticipate future developments.

Therefore, engaging actively with technology experts and industry leaders to 
understand the implications of emerging technologies on the dissemination 
and combatting of online misinformation standards, principles, and regulations 
is a must[6].

The technology and media regulatory landscape is constantly evolving, and 
media related legal frameworks can differ significantly between countries, 
creating a media regulatory landscape that is difficult to be harmonized, 
especially when setting standards and principles to address content 
misinformation on social media and digital platforms.

The existence of disparate related legal frameworks poses a substantial 
challenge in achieving global cohesion in respective regulatory responses, 
especially since regulatory frameworks typically align with local laws. 
Collaborative efforts at an international scale become essential to bridge 
the regulatory gaps, promote information sharing on digital platforms, and 
establish a cohesive media regulatory framework that effectively addresses 
the global challenge of misinformation on social media[6].

Issues stemming from the absence of structured and multidisciplinary 
methodologies result in the fragmentation of principles and the adoption of 
ad-hoc approaches to tackle misinformation. This absence from fields such 
as journalism, technology, and behavioral sciences hinders the consolidation 
of expertise required to combat online misinformation effectively [6].
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Lack of international cooperation and absence of unified global strategy

The absence of international cooperation and a holistic global strategy, which 
include sharing factual and reliable information among countries worldwide, 
poses significant barriers to establishing standards and principles to combat 
misinformation, given the complexities and diversity of online content across 
the globe.

These challenges further emphasize the need to set comprehensive, adaptive, 
and globally coordinated standards principles to effectively navigate the 
complexities of online misinformation[6].

4.2.3 The DCO’s Recommendations 

International cooperation

Adaptability to emerging technologies

The standards and principles provide a framework for combating misinformation across various 
contexts, including economy, journalism, education, and public communications. After thorough 
analysis of these global standards and principles, including engagements in roundtable 
discussions to gather first-hand insights into regulatory frameworks with a particular focus 
on evolving policies of influential entities such as the EU, the U.S, Russia, and Singapore, we 
have put forth specific features aimed at establishing standards and principles to address 
misinformation:

The principle of international cooperation emphasizes the need to promote global collaboration 
between stakeholders, including sharing factual and reliable information, development of 
unified approach through alignment of relevant regulations, and enforcement mechanisms, 
and to promote diplomatic efforts to co-create global standards, and principles that are helpful 
to address cross-border challenges, particularly in the context of online misinformation. This 
involves recognizing that misinformation is a worldwide problem that requires a collective 
response.

Given the swift evolution of technology, it is essential to formulate adaptable standards and 
principles to address challenges linked to online misinformation. This adaptability is crucial 
for the responsible development and deployment of emerging technologies, such as artificial 
intelligence (AI).

For instance, as AI progresses, the established standards and principles should be capable 
of accommodating new technology developments, innovation, agility, and user needs and 
behavior considerations during the design of AI-based solutions to encourage stakeholders to 
stay abreast of emerging technologies, tackle new form of misinformation promptly, and design 
user-friendly fact-checking tools.

These standards and principles should not be static but rather capable of dynamically 
accommodating continuous technology development, innovation, agility and flexibility, and 

To achieve this, the principle encourages collaboration among various stakeholders, including 
government institutions, policymakers, researchers, technology experts, and international 
organizations. For instance, governments may share accurate information and best practices, 
researchers can collaborate on studying the patterns of misinformation, and technology experts 
may work together to develop effective technology-driven tools to combat false information 
collectively on a global scale[6].
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Transparency and accountability

Cultural sensitivity

Public and private sector cohesiveness

Establishing principle in terms of advocating transparency and accountability in algorithmic 
operations is crucial for emphasizing how algorithms prioritize and present information, 
including how they identify and tackle misinformation, ensuing that algorithms are operating 
fairly and effectively in combating misinformation, and establishing accountability mechanisms 
to hold concerned entities, such as social media and digital platforms managers, responsible 
for their deployed algorithms in combating misinformation.

Cultural sensitivity is essential in addressing misinformation to prevent unintended consequences. 
Understanding and respecting cultural nuances and contexts helps avoid perpetuating 
stereotypes and tensions. Engaging with local communities, leaders, and influencers is crucial 
for effectively combating misinformation without causing harm or misunderstanding. Cultural 
sensitivity fosters trust and promotes accurate information dissemination in diverse populations [6]. 

It is recommended to embrace public-private collaboration guided by specific principles, 
acknowledging its pivotal role in combating online misinformation. This approach highlights the 
importance of fostering unity among diverse stakeholders and advocating for a collective front 
to effectively confront the challenges posed by misinformation in the digital media landscape. 
The imperative lies in nurturing public-private partnerships that capitalize on the expertise of 
both governmental and non-governmental entities.

This approach is particularly effective in addressing various forms of misinformation in different 
sectors, such as election-related misinformation, health (vaccine) misinformation, migration 
misinformation, deepfakes, and misinformation about cybersecurity threats. Few social media, 
and digital platforms, such as Facebook and Google, have taken significant initiatives to promote 
transparency and accountability in their online practices. It is essential to set clear expectations 
for content moderation and ensure that digital platforms provide transparent information 
regarding their algorithms, policies, and enforcement actions[25, 26].

The following initiatives by Meta and Google have been documented below as one of the finest 
examples in ensuring transparency and accountability: 

user-centric design tools This ensures that the standards and principles remain relevant and 
effective, providing a robust framework for addressing the intricate and evolving nature of 
online misinformation in the digital age[6].

Facebook has introduced tools like 
the Ad Library, offering transparency, 

including algorithmic transparency into 
the advertisements on its platform. This 

includes details about the source of 
political ads, the amount spent, and the 

audience reached [25].

Google publishes a transparency report 
that provides information on content 

removal from its services, government 
requests for user data, and other 

transparency-related metrics. This 
enhances visibility into the platform’s 

content moderation practices [26].

Facebook ad library and 
transparency tools

Google’s transparency 
report
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• Transparency in recommendation systems adopted by the digital platforms: This elaborates 
on the importance of transparency in recommendation systems implemented by digital 
platforms. It advocates for a tiered system of transparency, with disclosures made to the 
public, vetted researchers, and regulators. Transparency is emphasized as a key principle in 
promoting due process, civil liberties, and accountability, with recommendations including 
continued public disclosure of content moderation practices, enhanced reporting to government 
agencies, and improved access to platform data for researchers and regulators.

• The General Data Protection Regulation (GDPR) is a comprehensive data privacy and 
protection law implemented by the European Union (EU) in May 2018. The GDPR law allows 
data subjects to request information about the processing of their personal data, including 
the reasons behind specific decisions made by automated systems or algorithms that affect 
them. In other words, data subjects have the right to understand how and why their personal 
data is being processed, especially in cases where automated decision-making is involved. 
Overall, the right to demand explanations under the GDPR underscores the importance of 
transparency, fairness, and accountability in the handling of personal data, promoting trust 
between individuals and organizations in the digital age[28].

• Transparency in these systems is crucial for fostering collaboration between the public and 
private sectors, particularly regarding content moderation efforts. By making the processes 
and algorithms behind recommendation systems more transparent, digital platforms can 
enhance public trust and facilitate collaboration with governments, regulatory bodies, and 
civil society organizations[27]. 

• The EU’s regulation on promoting fairness and transparency, for business users of online 
intermediation services, commonly referred to as the “Platform-to-Business (P2B) Regulation”, 
was adopted to address concerns about the lack of transparency and fairness in the relationship 
between online platforms and the businesses that use them. For example, platforms must 
disclose information about how products are ranked or displayed in search results, any fees 
or commissions charged for listing products, and any restrictions or requirements imposed 
on businesses regarding product listings or promotions [29].

Public and private sector cohesiveness can be achieved through following ways:

Further transparency obligations can also be found in horizontal instruments like:

However, transparency encompasses a wide spectrum of concepts and can manifest in various 
ways, particularly within intricate systems such as content recommendation algorithms.

Balanced Norms

Misinformation, typically disseminated with the aim of deceiving, manipulating, or influencing 
public opinion, can lead to severe consequences for individuals, communities, and institutions. 
Advocating for the incorporation of balanced norms and legal repercussions for the deliberate 
dissemination of misinformation is one of the prime proposed features for setting-up a set of 
key standards, and principles grounded in acknowledging the profound societal impacts of false 
information in the digital era.

Emphasizing the need for robust standards and principles in this context demonstrates a 
dedication to preserving the integrity of information and protecting the public from the harmful 
effects of misinformation[6].

Creating balanced and effective norms necessitates several components, including engaging 
a diverse array of stakeholders to encompass their perspectives and concerns. This ensures 
that regulatory interventions strike a delicate balance, neither overly lenient nor excessively 
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restrictive, in safeguarding human rights to access accurate information. It underscores the 
significance of grounding regulations in empirical evidence and robust research. Regulatory 
processes must maintain transparency, delineating clear criteria for identifying and addressing 
misinformation. Additionally, regulations should be flexible and responsive to evolving 
circumstances[6].

4.2.4 Conclusion

In conclusion, it is crucial to delve into the imperative task of establishing standards and 
principles to combat online misinformation. This involves a comprehensive approach that 
integrates technological advancements, regulatory frameworks, social initiatives, user 
empowerment, and research-driven interventions. The dynamic nature of the battle against 
online misinformation necessitates a globally coordinated effort, learning from influential 
entities like the EU and considering diverse approaches worldwide. Identified gaps underscore 
the need for comprehensive, adaptive, and globally coordinated strategies.

To address these challenges, the key regulatory approaches that are followed include international 
collaboration, adaptability to emerging technologies, transparency and accountability, and 
public-private sector cohesiveness. Emphasizing these principles demonstrates a commitment 
to preserving information integrity and safeguarding the public from the harmful effects of 
intentional misinformation in the digital era.

For enhanced transparency and accountability, it is imperative to prioritize the development 
of standards and principles, such as algorithm transparency (principle), auditable algorithms 
(standard), and accountability mechanisms (principle). These measures enable users to 
understand the approaches behind encountered information, ensuring that algorithms operate 
fairly and effectively in combating misinformation. Additionally, they assist digital platform 
managers in monitoring and evaluating their implemented algorithms through suitable 
accountability mechanisms to combat misinformation.

To promote the development and implementation of balanced norms in the fight against 
online misinformation, it is crucial to establish standards and principles (like multistakeholder 
engagement), a data-driven approach, and transparency in norms. These efforts foster 
collaboration among various stakeholders, prioritize evidence-based decision-making, and 
ensure transparency in regulatory frameworks.

To advance progress in combating misinformation, it is suggested that researchers, practitioners, 
and international organizations collaborate on developing standards and principles, such as 
continuous innovation (principle), agility and flexibility (standard), and a user-centric design 
approach (principle) that focus on adapting to technological advancements.

it is crucial to delve into the imperative task 
of establishing standards and principles to 

combat online misinformation
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4.3  Enhancing Media Literacy in Journalism

4.3.1 Background

In the digital age, information spreads rapidly, shaping opinions and influencing data-driven 
decision-making, however lines between fact and fiction are blurred. This challenges credibility, 
community trust, journalism integrity, and trustworthiness of information sources. Therefore, 
understanding media literacy in journalism is crucial. Current and aspiring journalists should 
equip themselves with the required critical thinking, ethical decision-making, and media literacy 
skills to contribute to addressing misinformation to promote responsible journalism[6].

The stakeholders, particularly journalists, require consistent access to information to 
authenticate or refute questionable news. In this regard, they frequently query trustworthy 
official public sources for confirmation and strive to find multiple prime sources of information. 
Trust in news stories is often based on the presence of sufficient evidence, such as statistics 
from reliable sources, videos / photos from a reliable source, named authors, clear origins of 
the story, titles that accurately reflect content, publication dates, and reliable references.

Journalists rely on media literacy skills, including source evaluation, bias identification, critical 
thinking, and fact-checking to combat misinformation on social media and digital platforms. 
These skills are essential for critically evaluating all forms of media, including social media 
messages and determining their credibility[30].

Our focus on media literacy in journalism aims to empower journalists and information 
disseminators to uphold ethical mechanisms and accuracy while also equipping individuals 
across the information ecosystem with the tools to critically engage with media content. This 
commitment extends to diverse forms of information sharing, acknowledging the responsibility 
and impact of all channels from traditional journalism to social media and beyond[6].

In essence, media literacy in journalism is about promoting informed and responsible information 
consumption and dissemination. It forms the foundation for building trust, credibility, and 
reliability within our information ecosystem[7].
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Global initiatives adopted by global news organization for media literacy

This initiative by Reuters aims to bring transparency to the forefront of journalism. 
It involves publishing articles that delve into the behind-the-scenes aspects of news 
reporting. By sharing the process of how news stories are created and the challenges 
faced during the process, Reuters emphasizes the importance of accuracy over speed 
in journalism[31, 9].

The following are the global level initiatives adopted by certain global news 
organizations that are proven to be effective in advocating media literacy.

The Trusted News Initiative is a partnership founded by the BBC that includes 
organizations from around the globe. They work together to build audience trust and 
find solutions to tackle challenges of misinformation. This fact-checking initiative 
by the BBC is designed to verify and provide context to claims made by politicians, 
public figures, and information that goes viral. The reality check team ensures 
that information is thoroughly fact-checked before it is shared with the public, 
demonstrating the BBC’s commitment to accuracy[32].

The AP Fact-Check hub is a dedicated resource for verifying information before it 
is distributed through news channels. It serves as a crucial point for journalists to 
access verified information, fostering a culture where accuracy is prioritized, even 
amidst rapid news cycles[33].

• Reuters backstory initiative: 

• BBC’s reality check: 

• The Associated Press (AP) Fact-Check hub: 

The slow journalism movement, represented by the “Delayed Gratification” 
publication, advocates for a more thoughtful approach to news reporting. Instead of 
rushing to publish news, the publication intentionally delays the release of its print 
magazine. This allows for a thorough analysis of events, emphasizing the importance 
of accuracy and in-depth storytelling over immediate news dissemination[34].

• Slow journalism movement - Delayed Gratification: 

In the digital age, information spreads 
rapidly, shaping opinions and influencing 

data-driven decision-making, however lines 
between fact and fiction are blurred.
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4.3.2 Identified Gaps

The evolving media landscape faces significant challenges in the digital age, manifesting in 
several critical gaps that contribute to the spread of misinformation. Addressing these identified 
gaps necessitates a holistic approach, including enhanced media literacy skills for journalists 
through capacity building programs, strategies to balance speed and accuracy, a concerted effort 
against sensationalism, and gaining a deeper insight into AI-driven algorithms shaping the digital 
information ecosystem. These measures are crucial to fortify journalistic integrity and effectively 
counteract the challenges posed by misinformation in the contemporary media environment.

Balancing sensationalism: Prioritizing truth in media amidst the 
temptation of attention

Sensationalism can overshadow media literacy. Stories that are sensational or 
controversial can attract more readers or viewers. This can lead to the spread 
of misinformation, as these types of stories are often based on incomplete, 
biased, and unverified information or misinterpretations[35].

Echo chambers 

The rise of social media has led to the creation of echo chambers, where people 
are exposed primarily to information that confirms their existing beliefs. This 
can make it difficult for journalists to combat misinformation, as debunked 
information can continue to circulate within these echo chambers[36, 37].

Insufficient media literacy skills

Many journalists lack formal training in media literacy which includes 
understanding how misinformation spreads, how to verify sources, and how to 
use digital tools to fact-check information [38, 6]. Sharpening the following core 
media literacy skills leaves journalists ready for any aspect of the evolving 
media landscape: reporting, interviewing, videography, photography, writing, 
editing, digital design, podcasting, and online delivery[39].

Speed vs. Accuracy

In the fast-paced world of digital journalism, there is often pressure from 
news outlets and editors to publish stories quickly. This can lead to shortcuts 
in fact-checking and verification processes, increasing the risk of spreading 
misinformation[40].

Lack of inclusion of media literacy in educational curriculum

Educational curricula lack integration of media literacy, depriving youth (as 
potential consumers) of essential skills to critically analyze messages, assess 
information credibility, and responsibly produce and share content on social 
media platforms, thereby leaving the digital economy vulnerable to the perils 
of misinformation[6].
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Misunderstanding of algorithms

Difficulties maintaining objectivity and neutrality by the media 
organizations while reporting on different media, including social media 
platforms

Algorithms utilized by social media and digital platforms comprises a 
collection of rules, signals, and data that dictate the filtering, ranking, 
and recommendation of online content to users of the social media, and 
digital platforms[41].Journalists encounter difficulty in grasping information 
dissemination due to a constrained understanding of social media, and digital 
platform algorithms, impeding their ability to navigate and interpret online 
content effectively[6].

The media organizations face challenges in maintaining objectivity and 
neutrality. Such organizations should opt for limited approaches for fact-
checking and information verification for truthful and unbiased reporting, 
especially in critical areas like the digital economy and its related aspects[30].

4.3.3 The DCO’s Recommendations

In response to the challenges posed by misinformation and the evolving media landscape, a 
comprehensive set of recommendations is proposed by the DCO to promote media literacy, 
uphold ethical reporting, combat echo chambers, ensure transparency and accountability, 
encourage collaborative efforts, integrate technology responsibly, enhance journalist protection 
from legal repercussions, and implement regulatory measures. These recommendations aim 
to fortify media literacy among customers, journalists, and foster an informed and discerning 
public.

Institutionalized media literacy for information integrity

Implement media literacy programs in schools and universities’ curriculum to educate people, 
including the youth, about critical thinking, source verification, ethical decision-making, and 
fact-checking. Subsequently, implementing interactive methods like case studies, role-playing, 
and real-world examples can engage students in understanding media biases and verification 
techniques to institutionalize media literacy[38, 6].

• School curriculum integration

Additionally, institutionalizing media literacy offers professional development opportunities for 
journalists to promote their media literacy skills and stay updated on the best practices for 
identifying and ethical reporting for journalists. Additionally, it is essential to provide accessible 
online resources such as webinars, articles, and video tutorials for journalists to continually 
upgrade their media literacy skills. Encouraging journalists to prioritize accuracy, fairness, and 
accountability in their reporting practices is parallelly crucial[38, 6].

•Continuous education for journalists
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News media agencies should promote collaborative vigilance and transparency

The DCO aims to emphasize the ethical responsibility of journalists to prioritize truth and 
accuracy over sensationalism. Media organizations should adhere to ethical journalism 
practices, such as fact-checking, verifying sources, and avoiding sensationalism. The media 
also has a responsibility to combat misinformation.

Upholding ethical standards across all reporting is crucial, ensuring fairness, accuracy, and 
balance. To achieve these goals, news outlets should embrace collaborative efforts; partnering 
with organizations like the International Fact-Checking Network (IFCN) allows journalists to 
leverage established best practices and expertise, ultimately prioritizing truth and empowering 
public understanding[42, 43].

The following are few key approaches to foster transparency and accountability in the realm 
of online information sharing to promote responsible journalism:

Clearly attribute information to its sources, specifying when information is based on primary 
sources, interviews, or secondary reporting[44].

Explain the process of gathering information, fact-checking methods used, and the criteria for 
selecting and verifying sources[44].

Advocate for technology companies to release regular reports explaining how their digital 
platform algorithm’s function, the data they use, and the criteria for content visibility[44].

Ensure these reports are understandable to the public, using plain language and visual aids to 
make information more easily accessible to all[44].

Push for independent audits of digital platform algorithms to assess bias, fairness, and the 
impact on information dissemination[44].

• Source attribution: 

• Methodology disclosure: 

• Algorithmic transparency reports: 

• Accessible explanations: 

• Independent audits: 
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Collaborative actions for misinformation resilience in journalism

Technology integration

Fact-checking collaborations involve partnerships among media outlets, fact-checking 
organizations, and technology firms to tackle misinformation. These collaborations are crucial 
to share knowledge, and best practices to enhance media literacy skills of the journalists to 
combat online misinformation.

AI-driven fact-checking tools are being developed to aid in verifying information and detecting 
misinformation. These tools leverage machine learning and natural language processing to 
analyze the veracity of claims made in news articles, social media posts, and other forms of 
content[46, 30].

Create user-friendly apps or online platforms offering media literacy resources, interactive 
modules, and real-time fact-checking features accessible to the public.

In the dynamic media landscape, technology plays a pivotal role in ensuring accuracy and 
combating misinformation. Given below are some strategic initiatives under technology 
integration:

Community engagement through town hall meetings and community forums for thorough 
deliberation between stakeholders on possible approaches to address concerns regarding online 
misinformation and share approaches for identifying trustworthy news sources to promote 
responsible journalism.  It involves engaging and collaborating with various community groups, 
including policymakers,  businesses, customers, partners, and civil society, to drive innovation 
and foster a sense of ownership to promote responsible journalism[38].

The International Fact-Checking Network (IFCN) plays a central role in fostering such 
collaborations. It brings together fact-checkers who commit to principles like nonpartisanship, 
fairness, and transparency. Technology firms like Meta and Google have also partnered with 
IFCN, providing additional funding to fact-checking outlets [43]. Moreover, fact-checkers have 
formed alliances on various projects. For instance, First Draft News, a global non-profit, provides 
online verification training and sponsors collaborative projects to fact-check news in several 
countries[45].

• Fact-checking collaborations: 

• Develop AI solutions: 

• Media literacy apps / platform: 

• Community involvement: 

Media resilience and protection framework

Media literacy programs centered on legal aspects to safeguard journalists from legal 
repercussions[6].

Provide legal aid and establish psychological support networks for journalists facing legal 
challenges[6].

• Legal protections to protect journalists: 

• Extend support systems to journalists
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Comprehensive media literacy and accountability framework

Efforts are being made to integrate digital literacy into formal education systems, ensuring that 
individuals, from a young age, develop the necessary media literacy skills to critically engage 
with digital content, discern misinformation, and navigate the complexities of the digital world. 
The following initiatives highlight the global recognition of the importance of standardized digital 
literacy education.

Educational campaigns, including media literacy, are a powerful tool to combat online 
misinformation. They aim to equip individuals with the necessary skills to discern fact from 
fiction. These campaigns often focus on teaching individuals how to identify misinformation, 
verify the authenticity of information, and understand the potential harm misinformation can 
cause[6].

Policy advocacy plays a crucial role in holding entities accountable and supporting independent 
journalism. These advocacy efforts often focus on promoting transparency, accuracy, and 
ethical conduct in journalism. They also emphasize the importance of journalism as a watchdog, 
holding those in power accountable for their actions[6].

•  Educational campaigns: 

•  Policy advocacy: 
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4.3.4 Conclusion

Social media and digital platforms present both opportunities and challenges for stakeholders, 
including journalism. The rapid spread of information can empower individuals, journalists, and 
societies.

However, distorted content on digital platforms affects entities and creates confusion for 
individuals to distinguish whether they are getting true or false information. Enhancing media 
literacy skills in journalism is crucial to navigating this complex landscape.

By prioritizing truth and ethical reporting, journalists can be equipped with the skills to critically 
evaluate information, resulting in the dissemination of accurate and reliable information. The 
initiatives and strategies discussed here underscore the collective responsibility of journalists, 
media organizations, technology companies, educators, and the public in promoting media 
literacy to combat online misinformation. Moving forward, these efforts will be crucial in 
upholding the integrity of journalism and fostering trust in our information ecosystem.

Stakeholders, including governments, journalists, academia, media literacy experts, IT firms, 
civil society, and international organizations may take this study as groundwork to boost media 
literacy in journalism by focusing on the following aspects:

• Revision of media literacy curricula for university level programs that cover critical thinking 
skills, fact-checking techniques, ethical reporting practices, and digital media literacy.

• Create a capacity building program focusing on practical exercises and case studies to 
improve journalists’ ability to identify and counter misinformation.

• Enhance international cooperation for joint research projects, cross-industry partnerships, 
and shared resources to develop innovative solutions for combating misinformation.

• Provision of technology-driven tools and related sources for the journalists to assist them 
in verifying information and identifying online misinformation and organize public forums 
and panel discussions to engage the community around media literacy challenges and 
possible solutions, and to raise awareness about the importance of the media literacy skills 
in journalism.

4.4 Requirements to Co-Design a Holistic Fact-Checking Tool 

4.4.1 Background

In an age where information travels faster than ever, distinguishing between fact and fiction has 
become a crucial skill. Misinformation can spread like wildfire, impacting societies, economies, 
and the digital realm. To navigate this landscape, understanding the basics of fact-checking is 
essential for individuals worldwide.

Fact-checking is the procedure of validating the accuracy and truthfulness of information, and 
it plays a crucial role in combating misinformation[30]. It is a critical process in journalism and 
research and an important topic for public administration, international organizations, private 
sector, and civil society, ensuring the dissemination of accurate and reliable information. It involves 
verifying the integrity of unsettled reporting and statements, through fact-checking tools and the 
features they comprise. Fact-checking can be internal, done in-house by the publication to prevent 
incorrect content from being published, or external, where a third-party examines the text [47, 48].

Why fact-checking matters
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Spread of Misinformation by social media, fake news 

articles, etc.

• Fact-Checking Tools

• Fact-Checking Platforms

• Social Media Platforms

• Online Content Providers

• AI-powered content moderators

• Fact checking organizations.

• Content Moderation Algorithms

• Standards for reporting 
and Flagging Systems for 
misinformation.

• User Authentication and 
Verification

• AI-Driven Analytics

• Media Literacy

• Awareness Campaigns

Technology and Media Industries:

HOAX

MIS INFORMATION

FAKE NEWS

?FAKE?

FAKE?FACT

FACT

FACT

FACT

FACT

Can be Prevented

Figure 3: Decoding misinformation: A guide to fact-checking
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Spread of misinformation, often propagated through social media and fake news articles 
can be prevented through the implementation of various technical capabilities such as fact-
checking tools, content moderation algorithms, standards for reporting and flagging systems 
for misinformation, user authentication and verification, AI-driven analytics, and media literacy 
awareness campaigns, shown in Figure 3. These capabilities are integral to technology and 
media industries, including fact-checking platforms, social media platforms, online content 
providers, and AI-powered content moderators that facilitate fact-checking organizations[6].

Fostering collaboration with technology industries to combat the spreading of misinformation is 
a crucial step in addressing the challenges posed by misinformation, disinformation, and fake 
news in today’s digital age[6].

Fact-checking tools and strategies have evolved in response to the challenges and complexity 
of the misinformation landscape. They rely on various technologies, like artificial intelligence, 
machine learning, and natural language processing. Examples of such fact-checking tools 
include the following: Snopes[49], PolitiFact[50], ClaimBuster[51], FactCheck.org[52], and Google Fact 
Check Tools[53].
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A fact-checking tool is a software solution that assists the stakeholders, including policymakers, 
journalists, citizens, and fact-checkers in their work to determine the accuracy and truthfulness 
of an artifact, like a news story, article, post, to prevent stakeholders’ opinions from 
misinformation bias[30]. Various tools aid in fact-checking, such as Google Fact-check explorer, 
Snopes, PolitiFact, etc. These tools help distinguish between fact and fiction. However, each tool 
has its specific focus, and no single tool provides a comprehensive solution[54, 55].

Technical analysis of existing fact-checking tools.

Technology, and media industries, including social media platforms and online content providers, 
play a significant role in the dissemination of information, and they also have the technical 
capabilities to monitor and control the spread of misinformation[6].

In the era of rampant misinformation, fact-checking organizations stand as 
vital pillars in the fight against falsehoods. Key features of this system include 
its ability to assist search engines in highlighting fact-checked content, 
thereby enhancing the visibility and credibility of such information. Moreover, 
it encourages fact-checking organizations to produce structured data and 
incorporates gamification elements to detect misinformation effectively[52].

Google Fact Check Tools represent the intricate functionality and its pivotal 
role in combating misinformation in the digital sphere. Key features of this 
system include its provision of a comprehensive database comprising fact-
checked articles accessible to various stakeholders such as journalists, 
researchers, and policymakers.
It actively promotes transparency by offering insights into the veracity of 
claims. Additionally, it incorporates a mark-up tool facilitating claim review 
and includes APIs for fact-checking claims, enhancing accessibility and 
integration. However, there are notable gaps to address: This system’s 
effectiveness is currently limited to indexed fact-checking websites, 
potentially constraining its scope and coverage[56, 53].

However, there are gaps to consider. Implementation of this system requires 
technical integration by publishers, which could pose a barrier to adoption. 
Additionally, widespread adoption may not be guaranteed, potentially 
limiting its overall impact[52].

• Factcheck.org  

• Google Fact Check Tools

The key features of ClaimBuster include its scalability for analyzing 
substantial volumes of content efficiently, allowing it to swiftly identify 
potential false claims. It complements human fact-checkers by automating 
the detection process through AI, providing rapid insights. 
Additionally, it offers API integration for seamless incorporation into various 
platforms and provides codes for training claim-spotting models, enhancing 
customization. Moreover, its ability to cover live events in real-time adds to 
its versatility.
However, there are notable gaps to consider. While it excels in speed and 
volume, there may be accuracy limitations, particularly in understanding 
context or nuances inherent in certain claims or statements[51].

• ClaimBuster
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Another browser plugin that integrates the opinions of a large pool of 
journalists and informs users about the reliability of news websites and 
organizations. It uses nine journalist credibility and transparency criteria 
that are combined into labels[58].

Snopes stands as a powerful tool in the battle against misinformation, 
offering a robust set of features designed to empower users with accurate 
information and critical insights. Key features of this platform encompass 
its provision of an extensive database containing meticulously fact-checked 
information coupled with in-depth analyses and explanations for enhanced 
understanding. It boasts coverage across a diverse array of topics, catering 
to a broad spectrum of interests and inquiries.

PolitiFact is a powerful tool designed to scrutinize political statements and 
claims, with a specialized focus on the landscape of U.S. politics. 

Detects social bots and classifies online social media user accounts as either 
bots or human beings. This classification is based on various features of the 
user account profile, online social network structures, historical patterns of 
activity, and language and sentiments [58].

It employs a systematic rating system to assess the accuracy of these 
assertions, providing users with clear indications of their veracity. 
Additionally, the platform distinguishes itself by offering comprehensive 
and detailed explanations accompanying each assessment, enhancing user 
understanding.
However, certain gaps exist within the platform’s scope. Its primary focus on 
U.S. politics may limit its relevance to users interested in political discourse 
outside of this context. Furthermore, the platform’s coverage is currently 
confined to content available in the English language, potentially excluding 
non-English speakers from accessing its insights and analyses[50].

Additionally, it incorporates Identify Management systems features, 
facilitating efficient organization and retrieval of information. The inclusion 
of gamification elements further bolsters its capability to detect and mitigate 
misinformation effectively[49, 57].
However, certain limitations exist. While comprehensive, the platform may 
not always encompass the most recent or obscure topics, potentially leaving 
gaps in its coverage. Furthermore, its accessibility is currently confined to 
English language content, limiting its utility for non-English speakers.

• NewsGuard

• Snopes

• PolitiFact

• Botometer

Analyses the profiles and posts of social network users and shows various 
user characteristics, for example, general information such as name, 
location, language, join date, and time zone; statistics about posts (number 
of posts, followers, following); and post analysis (post replies, reposts, posts 
with links). The main idea is to understand the detailed profiles of social 
media users to verify social media content[58].

• Foller.me
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Analyses user-generated content, like photos and videos, as well as detects 
whether an image, audio content, or video content is fake. Members of the 
global community, in particular journalists, use this tool and others, such 
as FotoForensics and Google Reverse Image, to examine user-generated 
content[58].

A machine-learning algorithm applied to community feedback to capture 
webpages with disputed, rebutted, or contradicted parts elsewhere on 
the internet. This tool also provides sector-wise (e.g., health, education, 
immigrant, climate change) repositories of news and community rebuttal 
and provides warning messages (e.g. “This is potentially malicious”) for 
news webpages with a bad reputation[58].

A browser plugin that analyses news articles and assigns labels such as 
“scam”, “hoax”, or “fake”[58].

A browser plugin that assesses the validity of online reviews based on their 
URL[58].

• TinEye

• Rbutr

• Greek Hoaxes Detector 

• Fakespot

4.4.2 Identified Gaps

The battle against misinformation is confronted by several critical gaps that necessitate 
comprehensive strategies for mitigation from the aspect of tools and technology. Addressing 
these gaps requires a holistic approach involving improved coverage inclusivity, reduced 
subjectivity and bias, enhanced data access, and standardized protocols, all underpinned by 
increased transparency, accountability, and collaborative efforts between technology platforms 
and governmental entities.

Topics coverage challenges

• Selective coverage: Current fact-checking tools often focus on trending or 
high-profile claims, leaving out a substantial volume of misinformation that 
goes unchecked, particularly in niche or less-publicized topics[9, 59].

• Timeliness: Misinformation spreads rapidly. Fact-checking tools might not 
always keep pace with the speed at which false information circulates, 
leading to delayed corrections that can allow misinformation to take root [9, 

60, 61].

• Multilingualism: Many fact-checking platforms are limited to specific 
regions or languages, which means that they may not be able to detect 
misinformation that is being spread in other parts of the world or in different 
languages[9].
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Subjectivity and bias

Incomplete information and tackling complex misinformation

Standardized methodologies

Volume overload

• Human interpretation: Many fact-checking processes implemented 
by software involve human judgment, which introduces subjectivity. 
Interpretation of facts or nuances can vary among fact-checkers, leading to 
potential biases in debunking or verifying claims[62].

• Incomplete data: Fact-checking software faces significant hurdles in 
navigating the fragmented and often-inconclusive evidence landscapes of 
complex or evolving topics. These challenges include limitations in data 
aggregation, interpretation of nuances, domain expertise, and bias detection, 
potentially leading to inaccurate or incomplete assessments[59, 9].

• Diverse approaches: The technology industry lacks standardized 
methodologies for identifying and addressing misinformation. Different 
platforms (like Meta, X) may employ varying strategies, leading to 
inconsistencies in tackling false information[59].

The sheer volume of information circulated online daily poses a significant 
challenge for fact-checking tools. Ensuring the accuracy of this information is 
crucial, but the sheer volume and rapid dissemination make it a daunting task 
to verify all content promptly and efficiently[59].

• Organizational bias: Fact-checking tools might exhibit inherent biases 
based on their organizations and their affiliations, funding sources, or 
political inclinations, influencing the selection or framing of claims to be 
fact-checked[62].

• Complexity of misinformation: Fact-checking tools face a significant 
challenge when dealing with misinformation. Misinformation often involves 
complex narratives or manipulated media, which are not easily identifiable 
and rectifiable. The limited capabilities of these tools make it difficult to 
effectively counter such sophisticated misinformation[62].

• Interoperability challenges: The absence of unified models to enhance 
interoperability between fact-checking tools or systems hinders seamless 
collaboration and data sharing[59].

• Subjective claims: Ambiguous or opinion-based claims can be challenging 
for fact-checking tools to verify, as they normally rely on factual data[30].
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Transparency and accountability

Collaboration with government

• Algorithmic opacity: Lack of transparency in algorithms used by technology 
platforms to surface, promote, or demote content makes it challenging to 
understand how misinformation spreads and how interventions are applied 
[59].

• Regulatory alignment: Lack of alignment between technology platforms 
and governmental regulatory frameworks may create challenges in 
implementing cohesive strategies to curb misinformation[59].

• Accountability measures: There is a need for clearer accountability 
frameworks within the technology industry regarding the handling and 
dissemination of information, especially in the context of misinformation 
[59].

• Data access and sharing: Collaboration with governments can be hindered 
by limitations on access to certain data crucial for comprehensive fact-
checking and understanding the spread of misinformation[59].

4.4.3 The DCO’s Recommendations

To address the gaps, a comprehensive fact-checking tool designed with an integrated approach 
is required. The following are the functional and non-functional requirements for building this 
tool to combat online misinformation.

Advancing fact-checking approach

Credibility and transparency

• AI-driven real-time analysis features: The tool should leverage advanced AI technologies to 
perform real-time analysis of information. This includes processing and verifying data from 
diverse sources in multiple languages instantly[46, 63].

• Data-driven collaboration features: The tool should facilitate secure data sharing among 
various fact-checking organizations. This collaborative approach allows for a broader and 
more effective fact-checking process by leveraging the collective expertise and resources of 
multiple organizations[64, 58].

• Transparency features: The fact-checking tool should offer comprehensive transparency 
features, providing users with access to clean documentation, in-depth analysis, and 
explanations of claims made about digital content. This transparency is crucial in building 
trust with users and promoting accountability. It involves making the tool’s operations clear, 
conducting regular audits, and maintaining a “human in the loop” approach to soften the edge 
of fact-checker limitations[59, 65, 55].

• Accuracy and source credibility features: The tool should have robust features to cross-
check the credibility of information sources. This involves assessing the reputation, expertise 
and reliability of the entity or individual providing the information. Factors to consider include 
the source’s track record for accuracy, potential biases, and affiliations[59, 62].
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Monitoring and verification

Periodic analysis and improvements

Empowering through training and awareness features

Global standards adherence

• Dedicated verification module: The fact-checking tool should incorporate a specialized 
verification module for real-time monitoring and validation of published content, particularly 
in the digital economy areas. This module should be able to verify online images, videos, and 
other forms of content. It should also be able to use resources like reverse image search, 
mapping tools, and metadata viewers to ensure the authenticity of the content[6].

• Effectiveness evaluation feature: The technological platform should include functionality for 
conducting periodic evaluations to assess the effectiveness of the fact-checking tool across 
various sectors. This feature should be capable of measuring the impact of fact-checking 
on correcting inaccurate information and influencing beliefs and actions[6].API integration:  
The system should support Application Programming Interface (API) integration with relevant 
external web services. These services could include published digital content sources, Natural 
Language Processing (NLP) tools, and fact-checking databases. API integration allows the 
fact-checking tool to access and utilize the capabilities of these external services, enhancing 
its functionality and effectiveness. For instance, the Google Fact Check Tools API provides an 
interface for the Fact Check Tools, enabling users to add, edit, or delete Claim Review markup 
for a site’s fact-checking articles[56].

• Training features: The tool should include comprehensive training modules that guide users 
on how to identify reliable sources, analyze complex data sets, and effectively apply fact-
checking tools and processes. These modules can be designed as self-directed courses or 
as resources for classroom instructors and should include lessons on identifying reliable 
sources in fact-checking, debunking viral misinformation, and deciding whether a statement 
is checkable[6].

• Gamification: The tool should incorporate a media literacy gamification feature that engages 
users in activities designed to enhance their ability to detect and discern misinformation. For 
instance, users can be prompted to react to posts on their feed and depending on their ability 
to spot bogus stories, their “Skill” rating increases or decreases. Such gamified experiences 
can help users learn in a more engaging and effective manner, thereby enhancing their media 
literacy skills[57, 67].

The technological platform should include a module that facilitates the evaluation of information 
accuracy, ensuring consistency in fact-checking practices based on a standard criterion defined 
through global collaborations between stakeholders[66, 6].

• Rapid information correction feature: The tool should include a feature for swift correction 
and dissemination of accurate information with the relevant audience on the relevant digital 
platform. This feature should leverage advanced algorithms to analyze posts and determine 
their accuracy[46] [6].

4.4.4 Conclusion

In the digital age, the proliferation of misinformation poses significant challenges. Fact-
checking tools, while instrumental in combating this issue, have their limitations. These include 
selective coverage, timeliness, multilingual barriers, subjectivity, bias, incomplete data, and 
the complexity of misinformation. The overwhelming volume of online information, lack of 
standardized approaches, and transparency issues further complicate the situation.
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Addressing the above-mentioned gaps regarding fact-checking tools necessitates a holistic 
approach to designing a comprehensive fact-checking tool. This tool should leverage advanced 
AI technologies for real-time analysis, facilitate secure data sharing, offer transparency features, 
and cross-check the credibility of information sources. It should also incorporate a dedicated 
verification module, a rapid information correction feature, and an effectiveness evaluation 
feature.

Moreover, the tool should adhere to global standards, empower users through training and 
awareness features, and support API integration with relevant external web services. By 
addressing these requirements, the effectiveness of fact-checking tools can be enhanced and 
make significant strides in combating misinformation in our digital society. This endeavor requires 
collaborative efforts from technological platforms, governmental entities, and stakeholders 
across various sectors. Together, we can foster a more informed and truthful digital landscape.

This study gathered requirements to co-design a holistic fact-checking tool by examining a set 
of existing fact-checking tools and organizing deliberation sessions with stakeholders to obtain 
their perspectives on the requisite features. As future work, stakeholders should consider this 
study a foundational work and extend the documented requirements by employing numerous 
qualitative and quantitative approaches.

4.5 Launching Public Awareness Campaigns

4.5.1 Background

Misinformation, rapidly disseminated through digital channels, poses a serious threat to 
community trust in digital platforms, journalism outlets, and the growth of the digital economy. 
Recognizing false information is challenging and calls for a proactive, and comprehensive 
approach to educate the public about its dangers and prevalence. Launching public awareness 
campaigns is vital for addressing online misinformation

Raising public awareness about misinformation is crucial for cultivating a discerning public 
capable of recognizing and resisting false information. Lack of public awareness contributes to 
negative consequences, including erosion of trust, public health risks, threats to personal lives 
and societal discord in the face of swift and impactful misinformation. Therefore, launching 
awareness campaigns to combat misinformation is crucial.

Public awareness campaigns are strategic initiatives designed to inform, educate, and engage 
the public on specific issues, behaviors, or causes. These campaigns aim to raise awareness, 
change attitudes, and prompt action among target audiences.

Public awareness campaigns are strategic 
initiatives designed to inform, educate, 

and engage the public on specific issues, 
behaviors, or cause
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Other effective methods include implementing educational initiatives in school curricula, 
engaging in creative activities like drawing contests, collaborating with grassroots organizations, 
utilizing interactive digital platforms, tailoring content to audience preferences, and promoting 
awareness campaigns to empower individuals against online misinformation[70].

It is crucial to emphasize the key elements in launching effective public awareness campaigns, 
such as behavioral change, multi-channel approaches, target audience identification, storytelling, 
and measurable objectives. Subsequently, several recommendations are proposed, emphasizing 
multi-stakeholder collaboration, tailored education, leveraging technology, promoting media 
literacy, engaging trusted influencers, real-time fact-checking, interactive campaigns, and 
continuous evaluation to address these gaps and create comprehensive strategies for combating 
online misinformation.

The following effective methods for enhancing public awareness campaigns against online 
misinformation have been observed to foster a culture of transparency, accountability, and 
responsible information sharing in society. They are as follows:

• Zero fake news campaign is one of the successful campaigns that has effectively 
heightened public awareness and encourage participation in countering the 
dissemination of false information through publicity and awareness campaigns, by 
engaging key stakeholders like government, media, and community organizations. 
This campaign aimed to amplify the educational initiatives like teaching critical 
thinking and digital literacy to empower individuals, professional training for 
journalists, community engagement, uphold journalistic ethics, publish accurate 
information, and promptly correct mistakes etc.[68].

• Fighting fake news during challenges online week has also been considered as 
one of the successful campaigns where students from various parts of the world 
collaborated remotely to work on group projects aimed at addressing different 
aspects of the challenge of combating fake news online through engaging and 
informative video presentations. Overall, the project demonstrated the power 
of collaboration, creativity, and technology in combating the proliferation of 
misinformation in the digital realm. It not only fostered global cooperation among 
students, but also yielded tangible outcomes that contribute positively to the 
ongoing efforts to address this pressing societal challenge[69].

It is crucial to emphasize the key elements 
in launching effective public awareness 

campaigns
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4.5.2 Identified Gaps

While addressing the multifaceted nature of misinformation via public awareness campaigns, 
various notable gaps and challenges were identified, including the following:

Limited reach and engagement

Behavior change complexity

The challenge lies in connecting with diverse and vulnerable demographics, 
which allows misinformation to spread unchecked among these groups. 
For instance, failing to tailor messages according to cultural, linguistic, 
and community-specific nuances results in ineffective public awareness 
campaigns. This, in turn, makes it easier for misinformation to resonate 
within these communities.Therefore, it is crucial to ensure that awareness 
messages disseminated through such campaigns are crafted with sensitivity 
to cultural and community-specific contexts[6].

Behavior change in the context of misinformation is a complex endeavor 
influenced by multiple factors that significantly impact individuals’ receptiveness 
to accurate information. Cognitive biases deeply ingrained emotional triggers, 
and pervasive social influences collectively contribute to the susceptibility 
of individuals to false information. These psychological and social factors 
create a formidable barrier, impeding efforts to instigate meaningful behavior 
change. Understanding and dealing with these intricate elements are crucial 
for developing focused and impactful public awareness campaigns aimed at 
tackling the widespread threat of online misinformation[6].

Navigating rapid tactics and platform-specific challenges

The dynamic landscape of misinformation is characterized by continuous 
evolution in tactics, introducing challenges such as the rapid proliferation of 
deepfake technology and algorithmic manipulations. This constantly changing 
environment, combined with platform-specific challenges on popular social 
media platforms, such as Meta and X, further complicates the formulation of 
effective strategies against the dissemination of false information. To navigate 
these challenges, there is an essence for adaptive and innovative approaches 
that can keep pace with the evolving tactics employed by purveyors of 
misinformation on digital platforms[6].
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Echo chambers and filter bubbles

An echo chamber is an environment where a person only encounters 
information or opinions that reflect and reinforce their own. Echo chambers 
can create misinformation and distort a person’s perspective, so they have 
difficulty considering opposing viewpoints and discussing complicated topics. 
A substantial challenge in combating misinformation involves reaching 
individuals deeply entrenched in specific online communities or ideological 
echo chambers, where false narratives are continuously reinforced. 

Overcoming this challenge necessitates the development of strategies that 
can effectively penetrate these echo chambers and filter bubbles. Tailored 
interventions and leveraging diverse communication channels are vital 
to disrupting the echo chamber effect and exposing individuals to a more 
balanced and accurate flow of information that is critical for a healthy and 
reliable information ecosystem[6].

Educational gaps

The deficiency in robust media literacy education contributes to a lack of critical 
thinking skills among individuals, amplifying the challenges of combating and 
raising public awareness against online misinformation. Addressing these 
educational gaps is paramount to empowering individuals to navigate the 
digital landscape with a discerning mindset.

Comprehensive media literacy programs, integrated into educational 
curriculum at all levels, are essential for fostering a society equipped to 
critically evaluate information, discern misinformation, and actively participate 
in the fight against the pervasive threat of online misinformation[6].

4.5.3 The DCO’s Recommendations

The DCO’s recommendations offer key considerations for amplifying public awareness 
campaigns by emphasizing multi-stakeholder collaboration, launching educational projects to 
teach the public, technology integration, engagingt with influencers, fact-checking organizations, 
following interactive approaches, and maintaining an ongoing evaluation on effective public 
awareness campaigns. 

Several global initiatives demonstrate the increasing importance of involving the public in 
identifying, debunking, and preventing the spread of false information. The following set of 
recommendations provides a holistic approach in addressing misinformation through public 
awareness campaigns.
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The approach of engaging trusted messengers and influencers is a pivotal component in the 
battle against misinformation and the promotion of a robust public awareness program. These 
individuals often hold a level of credibility and trust among the target audience, making them 
powerful conduits for disseminating reliable messages.

Below are a few exemplary public awareness campaigns that are undertaken by certain 
countries to successfully spread awareness against misinformation. These serve as one of the 
best practices and insights among nations for amplifying public awareness campaigns[71]:

The implementation of these approaches involves actively identifying and forging collaborations 
with such trusted figures. By doing so, the campaign can leverage their credibility to maximize 
the effectiveness of awareness efforts[6].

Engage creditable and trusted sources

To effectively combat misinformation and promote a robust public awareness program, it is 
crucial to identify and involve trusted messengers such as influencers, community leaders, and 
experts. By aligning with these credible individuals, stakeholders can amplify public awareness 
campaign messages, utilizing their influence to extend the reach and enhance the impact of the 
awareness initiatives.

•Don’t be a Puppet” campaign in the USA - This campaign was launched by the Federal Bureau of 
Investigation (FBI) and aimed to educate young people about the dangers of violent extremism 
and online radicalization[72].

• “The European Media Literacy Week” is an initiative by the European Commission to promote 
media literacy skills and projects across the EU (European Union) [74].European Commission’s 
EU vs. Disinformation campaign - The European Commission is tackling the spread of online 
disinformation and misinformation to ensure the protection of European cultural values and 
democratic systems[75, 76].

• “Get Smart About News” in Canada was an initiative by ‘MediaSmarts,’ a non-profit organization 
dedicated to promoting digital and media literacy.

•”Fact-check Georgia” was a campaign initiated by the Georgian Institute of Public Affairs (GIPA) 
and other partners to combat misinformation and promote fact-checking in Georgia[73].

These campaigns empower individuals with tools to critically evaluate information, contributing 
to a more informed and resilient society.

Leverage the power of credible sources like influencers, community leaders, 
and experts to spread the truth and convey the right information to address 
misinformation.

Actively identify and establish collaborations with individuals, and prominent 
fact-checking organizations who hold the trust of the target audience. Harness 
their credibility to maximize the effectiveness of our awareness efforts.

Rationale

Implementation
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The call for interactive campaigns emphasizes the need to move beyond conventional educational 
methods and embrace dynamic approaches to maximize the impact of awareness initiatives. By 
incorporating the above-mentioned elements, these campaigns aim to transform the learning 
experience on misinformation into an engaging and enjoyable process.

This approach is not just about conveying information but immersing the audience in a 
participatory learning environment. By making the educational process enjoyable and interactive, 
campaigns seek to improve retention and equip individuals with the skills to critically evaluate 
information. This shift aligns with the digital age’s communication dynamics, emphasizing the 
importance of active engagement for more profound and lasting learning outcomes[6].

For instance, designing quiz-based challenges that assess individuals’ knowledge of 
misinformation or creating interactive scenarios simulating real-world situations enhances 
active participation[6].

Implement interactive campaigns.

Further, it is required to create interactive and engaging awareness campaigns to combat 
misinformation that involves the audience. Utilize gamification, community dialogs, quizzes, 
and challenges to make learning about misinformation an interactive and enjoyable experience[6].

 it is required to create interactive and 
engaging awareness campaigns to combat 
misinformation that involves the audience

Foster an interactive and engaging learning experience to make awareness 
initiatives more effective

Develop awareness campaigns that actively engage the audience by 
incorporating elements such as gamification, community forums, town hall 
meetings, public discussions, quizzes, challenges, and interactive content. By 
turning the process of learning about misinformation into an enjoyable and 
participatory experience, the retention of information is improved. For instance, 
design quiz-based challenges or interactive scenarios that encourage active 
participation, fostering a more memorable and effective educational approach.

Rationale

Implementation
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Promote multi-stakeholder collaboration

Multi-stakeholder collaborative efforts are crucial for addressing misinformation effectively 
and raising public awareness within the global community. This approach recognizes that 
combating misinformation requires cooperation between stakeholders from various sectors.

An exemplar initiative is the “TruthBuzz” project by the International Center for Journalists, 
where journalists, technologists, and civil society collaborate globally to amplify accurate 
information and build media literacy[6].

In this way, governments can contribute through regulatory measures, technology companies 
can enhance content moderation methods, civil society engages at the grassroots level, 
educators promote media literacy, and media organizations disseminate accurate information[6].

Measurement of creative campaigns to assess their effectiveness

The following are some helpful ways to measure the effectiveness of creative awareness 
campaigns designed to boost media and information literacy:

• Pre- and post-campaign surveys: Conduct surveys before and after the campaigns to assess 
changes in knowledge and behavior related to media and information literacy. This can help 
identify the impact of the campaigns on the target audience.

• Social media analytics: Monitor social media metrics such as likes, shares, and comments 
to gauge the reach and engagement of the awareness campaigns. This can help assess the 
effectiveness of the campaigns in generating interest and conversation.

• Website analytics: Monitor website analytics such as page views, time spent on site, and 
click-through rates to assess the impact of the campaigns on website traffic and engagement. 
This can help determine the effectiveness of the campaigns in driving action.

•Case studies and testimonials: Collect case studies and testimonials from individuals or 
organizations that have participated in the campaigns to assess their impact. This can help 
identify specific examples of how the campaigns influenced behavior and decision-making.

•Focus groups: Conduct focus groups with members of the target audience to gain in-depth 
insights into their perceptions and attitudes toward media and information literacy. This can 
help identify specific areas of impact and improvement in launching effective public awareness 
campaigns.

• Behavior tracking: Use data tracking tools to monitor changes in behavior related to media and 
information literacy, such as increased use of fact-checking tools or more critical evaluation 
of media sources. This can help assess the long-term impacts of the campaigns[77].

Recognize the need for a collective effort to combat misinformation and raise 
public awareness

Encourage collaboration among governments, technology companies, fact-
checking organizations, civil society, educators, and the media. Facilitate the 
pooling of resources, expertise, and insights to create a unified front against 
misinformation. A multi-stakeholder approach is crucial for the success and 
sustainability of awareness campaigns.

Rationale

Implementation
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Boosting people’s critical thinking and skills.

Enhancing media literacy.

Educating them on how to identify online misconceptions.

Promoting transparency in information dissemination by encouraging credible sources.

Establishing partnerships with prominent fact-checking organizations to assist people in 

distinguishing between accurate and false misinformation.

Empowering individuals to conduct fact-checking before sharing posts or posts with others 

on social media and digital platforms.

Collaborating with diverse stakeholders to amplify the reach and impact of the awareness 

campaigns.

The proposed recommendations advocate for multi-stakeholder collaboration, tailored education, 
technology integration, media literacy promotion, engagement with trusted influencers, real-
time fact-checking, interactive campaigns, and continuous evaluation.

To further progress in tackling misinformation, it is suggested that stakeholders, including 
international organizations, governments, and businesses, take joint initiatives regarding public 
awareness campaigns with a focus on the following aspects under a framework:

4.5.4 Conclusion

In conclusion, it is important to run public awareness campaigns to fight the widespread issue 
of online misinformation. Exemplary initiatives worldwide, such as the “Don’t be a Puppet”, 
“Fact-check Georgia”, and “Get Smart About News” campaigns illustrate effective approaches 
that empower individuals with critical evaluation tools, contributing to a more informed and 
resilient society.

By emphasizing key elements such as behavioral change, multi-channel approaches, target 
audience identification, storytelling, and measurable objectives, the significant gaps identified 
in existing awareness campaigns are addressed. The identified gaps, challenges, and the DCO’s 
recommendations provide guiding principles and considerations for crafting holistic campaigns 
that navigate the complex landscape of misinformation and foster a discerning public.

it is important to run public awareness 
campaigns to fight the widespread issue of 

online misinformation
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