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Artificial Intelligence (AI) is central to the Digital Cooperation Organization (DCO) agenda, given its 
profound impact on current and future economic growth and innovation. As one of the most revolutionary 
technologies of the century, AI’s influence continues to expand across sectors and societies. 

The DCO recognises AI’s fundamental importance for its Member States and promotes its early adoption 
to foster economic and social progress. Proof of this commitment is the adoption of the Riyadh AI Call for 
Action Declaration (RAICA), signed by the DCO Member States in 2022,1 which highlights the importance 
of using a responsible approach towards the implementation of AI in the public and private sectors to 
ensure societal and environmental benefit. The RAICA stands as one of the first documents of its kind, 
demonstrating multiple nations’ commitment to fostering AI development with human-centric values at its 
core. 

In line with RAICA commitments, the DCO has prepared this report examining the intersection of AI and 
human rights globally and within its Member States. The report employs a qualitative and comparative 
research approach to analyse AI governance frameworks across the DCO Member States, focusing on 
AI’s ethical implications and human rights impacts. From this analysis, AI promises economic and social 
benefits. However, if not responsibly governed, it has the potential to jeopardise essential human rights. 
The report concludes that AI’s integration into society holds both significant potential and complex risks for 
human rights within DCO Member States that must be correctly addressed. To set the right parameters, 
this report compares two similar but not synonymous concepts to better understand what ethical or 
responsible implications mean. Ethical AI refers to AI systems and technologies filtered through the 
lens of moral and societal values.1 On the other hand, responsible AI refers to the practical aspects of AI 
development and deployment. It focuses on the safety and regulatory compliance of AI uses.2 

The report argues that the integration of human rights principles into AI governance is crucial for 
responsible innovation and individual freedoms in an increasingly digital world that often transcends 
physical borders. This approach lays a strong ethical foundation for AI development, helping prevent 
abuses and uphold human dignity. In emerging AI landscapes, it provides a stable basis for future 
regulations, ensuring alignment with fundamental rights. Moreover, by prioritising human rights, 
governments can guide the private sector towards the adoption of human-centred ethical AI practices. This 
rights-centric framework o€ers the flexibility to adapt to rapidly evolving AI technologies while maintaining 
robust protections for individual liberties. The principles and guidelines listed in this report reflect a 
‘soft law’ or ‘collaborative’ approach to regulation and are part of a mix of regulatory approaches that 
governments should consider. 

The findings underscore the urgency for comprehensive, rights-based AI governance frameworks that 
address diverse contexts and levels of technological advancement within the DCO Member States. Even for 
countries where AI adoption is limited, proactive policies are crucial, as these technologies are becoming 
increasingly accessible. The findings and recommendations presented here aim to provide a roadmap for 
DCO Member States to navigate the complex landscape of AI governance while upholding fundamental 
human rights principles.
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1.1 FINDINGS AND RECOMMENDATIONS
The rapid advancement of AI technology presents both opportunities and significant challenges for 
human rights protection globally. As AI systems become increasingly embedded in crucial aspects of 
daily life – from healthcare delivery to criminal justice, from education to employment – their impact 
on fundamental human rights has become a critical concern for policymakers, technologists, and civil 
society alike. 

The intersection of AI and human rights encompasses various critical issues, including privacy rights in 
an era of massive data collection, the potential for algorithmic discrimination and bias, the preservation 
of freedom of expression in automated content moderation systems, and the right to work in an 
increasingly automated economy. International organisations and national governments worldwide face 
the challenge of developing governance frameworks that can harness AI’s benefits while protecting 
essential human rights and dignity. 

In the context of the DCO Member States, this challenge takes on particular significance due to 
the diverse levels of technological advancement, regulatory readiness, and digital infrastructure 
development across nations. The variation in AI readiness among DCO Members States presents both 
challenges and opportunities for developing comprehensive, culturally sensitive approaches to AI 
governance that respect human rights while promoting innovation and economic growth.

Key findings

Based on the research conducted throughout this report, these are the most relevant findings:

1. Diverse AI readiness among DCO Member States:

The analysis reveals a wide spectrum of AI readiness among DCO Member States, 
influenced by factors such as technological advancement, regulatory framework 
development, and data protection mechanisms. This diversity underscores the need for 
tailored, yet harmonised approaches to AI governance that consider the unique status of 
each Member State.

2. Privacy as a key concern:

The research highlights privacy as a primary concern in the context of AI governance. 
Privacy encompasses multiple dimensions, including physical privacy (a€ected by 
surveillance and biometric tracking), decisional privacy (the autonomy to make personal 
choices without algorithmic interference), mental/psychological privacy (protection of 
emotional and cognitive states), associational privacy (the right to maintain confidential 
relationships and aœliations), behavioural privacy (patterns of daily activities and 
habits), data privacy, and spatial privacy (movement and presence in various spaces). 
Data privacy emerges as a particularly critical dimension, serving as an interconnective 
element that fundamentally influences and intersects with all other privacy domains. 
By providing the foundational layer through which personal information is collected 
and processed, data privacy becomes the critical nexus that can either protect 
or compromise the integrity of physical, decisional, psychological, associational, 
behavioural, and spatial privacy. The technology’s ability to combine seemingly 
unrelated pieces of information to create detailed outcomes, coupled with its often-
opaque decision-making processes, necessitates a comprehensive approach to privacy 
protection and considers the full spectrum of human privacy rights. 
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3. Addressing algorithmic bias and discrimination:

This report emphasises the importance of addressing algorithmic bias to prevent 
discrimination. The absence of concrete legal measures to combat bias in AI systems is 
an area in which there is significant opportunity for improvement, as it can perpetuate 
and even exacerbate existing social inequalities. The report calls for more robust legal 
protection and greater transparency in AI development to ensure fairness and non-
discrimination.

4. Navigating AI’s impact on freedom of expression:

This report recognises the complex interplay between AI and freedom of expression, 
particularly in the context of content moderation and censorship. It considers the 
importance of cultural di€erences when finding a balance between free speech and 
addressing harmful content online, which presents a significant challenge globally 
and for the DCO Member States. The report highlights the need for transparent and 
accountable AI systems that respect freedom of expression while mitigating the spread 
of misinformation, harmful and culturally insensitive content, and hate speech.

5. AI’s impact on the right to work and education:

The report acknowledges the potential for AI to both create and displace jobs, 
emphasising the importance of education and skills development to prepare workforces 
for the changing nature of work. It underscores the need for equitable access to AI-
powered education to bridge the digital divide and ensure that the benefits of AI are 
shared broadly.

6. Limited government focus on AI in healthcare and the environment:

While the private sector and academia demonstrate significant interest in using AI to 
improve healthcare outcomes and promote environmental sustainability, this report 
notes a lack of direct government involvement in these areas. The report suggests that 
increased government support for AI initiatives supporting these policy initiatives could 
yield substantial benefits for the DCO Member States.
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Recommendations 

Based on these findings, the report advocates for integrated governance structures that balance 
innovation with the protection of human rights. The primary recommendation focuses on the need 
to establish robust national regulatory frameworks that embed human rights principles across 
all AI applications. These frameworks should ensure transparency, accountability, and consistent 
enforcement, along with anticipatory protections, such as mandatory human rights impact 
assessments, oversight bodies, and inclusive policies that incorporate the voices of vulnerable and 
impacted communities. 

The report also highlights the need for international cooperation to provide coherent AI governance 
standards while respecting local cultural and social contexts. This includes aligning human rights 
protections across borders through shared impact assessment methodologies, remediation 
mechanisms, and monitoring systems to track the e€ects of AI on human rights. Furthermore, industry 
stakeholders are encouraged to implement human rights review processes within product development 
and adopt sector-specific standards to address unique human rights challenges. 

The success of these initiatives depends on continuous education and capacity-building e€orts that 
engage all sectors of society from the public sector to academia, civil society and the private sector. 
Educational programmes for government oœcials, technical training for AI developers, and public 
awareness campaigns will help ensure that AI systems are developed and deployed with a commitment 
to human dignity and fundamental rights. Citizens have a fundamental role to play as the main users of 
AI in their di€erent roles. These e€orts described in the report must address citizens, ensuring they are 
aware of the risks associated with AI and how they can and should make informed decisions when using 
related applications. Training and education around AI must cover all di€erent stages of a person’s life. 

The report proposes a multi-tiered approach to human rights-based AI governance, tailored to the 
di€erent levels of AI readiness among DCO Member States. Key recommendations include: 

For countries in the early stages of AI adoption: 

• Implement comprehensive data protection frameworks to safeguard personal information. 

• Engage diverse stakeholders to develop principles-based ethical AI-specific policies and 
guidelines that embed human rights. 

For countries developing initial AI regulatory frameworks: 

• Focus on market enablement, raising AI awareness, fostering trust in AI, and supporting 
AI-driven transformation. 

• Review current AI policies with a view to explicitly embedding human rights principles, 
should they be missing. 

• Establish mechanisms to address potential human rights violations caused by AI 
systems. These mechanisms should focus on preventing violations – by deploying tailored 
communications campaigns to di€erent groups of citizens and stakeholders – and on the 
reporting (for example, with easy-to-access online and free hotlines to report violations) 
and enforcement side. To achieve this, countries could establish national or regional AI 
safety institutes focused on monitoring and mitigating the social and ethical impacts of AI. 

• Develop a collaborative process to make sure diverse stakeholders engage and participate 
in the development of AI regulatory or policy frameworks. 

1
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By embracing a balanced and comprehensive approach to AI governance, the DCO Member States 
can unlock AI’s transformative potential while safeguarding fundamental human rights. The report’s 
recommendations provide a roadmap for navigating the complex intersection of AI and human rights, 
paving the way for a future where AI technologies benefit all members of society. 

For countries with more advanced AI frameworks: 

• Promote collaboration between AI policymakers and human rights experts to guarantee 
that AI regulations have considered and incorporated human rights principles. 

• Launch sector-specific initiatives or guidelines to harness AI’s benefits in key industries. 

• Provide concrete examples and policy steps in the form of guidelines on responsible 
development and use of AI. 

• Establish oversight mechanisms to monitor, report, and mitigate emerging risks, such 
as developing a quantitative measure to track and assess the implementation status and 
impact of AI policies and strategies. 

• Create accessible grievance procedures to address AI-related human rights violations. 

For industry stakeholders: 

• Actively engage in public-private partnerships to drive human-centric AI innovation and 
adoption. 

• Invest in AI education and training programmes to build a skilled workforce that is aware 
of human rights risks and importance. 

• Foster knowledge sharing and collaboration within the industry. 

• Build internal policies that embed ethical AI principles. 

• Develop and use relevant tools to identify and address the main risks posed by AI.

3
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1.2 IMPLICATIONS OF THE FINDINGS 
The report’s findings have significant implications for the future of AI development and human rights 
protection across the DCO Member States, as approaches to AI governance vary greatly across 
nations. 

The report emphasises that as AI becomes more integrated into various aspects of society, ensuring 
its alignment with human rights principles is crucial for fostering trust, promoting innovation, and 
realising the full potential of AI technologies for the benefit of all. Key implications are as follows: 

Need for balanced and context-specific AI governance: 

The diversity among DCO Member States, ranging from those in the early stages of 
AI adoption to those with more advanced AI frameworks, necessitates flexible and 
culturally sensitive approaches to AI governance. There is no one-size-fits-all solution, 
and strategies should be tailored to the specific needs and challenges of each nation 
while adhering to internationally accepted human rights standards.3

Collaboration as a cornerstone of responsible AI:

The report stresses the importance of fostering collaboration between AI 
policymakers, human rights experts, industry leaders, and civil society. This multi-
stakeholder approach is essential for developing AI systems that are not only 
innovative but also ethical, inclusive, and beneficial to society as a whole. By working 
together, stakeholders can ensure that human rights considerations are integrated 
into every stage of AI development, from design to deployment. 

Opportunity for human rights-based responsible AI governance frameworks: 

By adapting international AI principles to regional and domestic contexts, the DCO 
can develop a unique approach to AI governance that reflects the diverse cultural 
perspectives of its Member States.4

The report’s findings highlight the urgent need to adopt balanced and comprehensive AI governance 
frameworks in the DCO Member States. The implications extend beyond technological advancement, 
emphasising the need to create AI systems that are deeply rooted in human rights principles and 
cultural values. By following the report’s recommendations, DCO Member States can benefit from the 
transformative power of AI while safeguarding the fundamental rights and freedoms of their citizens, 
potentially setting a new global benchmark for responsible AI development.
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2.1 PURPOSE AND SCOPE OF THE REPORT 
Since the adoption of the Riyadh AI Call for Action Declaration5 (RAICA), the DCO has been actively 
working to support its Member States with their e€orts and plans to adopt and govern AI in a 
responsible and human rights-centric way. 

As part of these e€orts, the DCO presents this report, which conducts a comprehensive analysis of 
the intersection between AI technologies and human rights to identify potential risks, challenges, and 
opportunities arising from the development and deployment of AI systems, with a specific focus on their 
impact on fundamental human rights. 

The scope of this report includes examining issues such as algorithmic bias, discrimination, privacy 
infringements, impacts on freedom of expression, and threats to other globally accepted human rights 
– all identified as priorities by the DCO Member States. The report has also considered the di€erent 
stages of AI within its lifecycle, from development to deployment. This approach allows the identification 
of specific stages where human rights risks are most likely to emerge, aiming to identify best practices 
and potential gaps in current governance approaches. 

Another area of focus is the evaluation of existing AI governance strategies, frameworks, policies, and 
regulations within the DCO Member States through a human rights lens. This assessment highlights 
both challenges and opportunities in the design and adoption of responsible AI specific to these regions. 

Overall, the findings presented in this report aim to inform policymakers, industry leaders, AI developers 
and deployers, and civil society organisations, enabling them to make informed decisions that balance 
technological advancement with the protection of fundamental human rights. 
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2.2 IMPORTANCE OF HUMAN RIGHTS IN THE AI SPHERE 
Human rights are fundamental rights and freedoms that belong to every person simply because they 
are human. These rights are universal, meaning they apply to everyone, regardless of race, gender, 
nationality, ethnicity, language, religion, or any other status.6 
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Figure 1. List of the 30 Human Rights

Since the adoption of the Universal Declaration of Human Rights (UDHR) by the UN General Assembly 
in 1948,7 work around human rights has expanded and reached almost every country across the world. 
Following the signature of the UDHR, many other milestones have taken place, such as the adoption 
of the European Convention on Human Rights (ECHR)8 in 1950, the International Covenant on Civil 
and Political Rights (ICCPR),9 and the International Covenant on Economic, Social and Cultural Rights 
(ICESCR),10 both adopted in 1966, further elaborating on the rights outlined in the UDHR. The Cairo 
Declaration of Human Rights in Islam,11 adopted by Member States to the Organisation of Islamic 
Cooperation (OIC) in 1990 and later revised in 2020, was fundamental in the Islamic world as it provided 
an alternative framework based on Shari’a law.  

The intersection of human rights and AI has become increasingly prominent as the technology has 
gained momentum, particularly in recent years with the advent of publicly available generative AI 
programmes such as ChatGPT, Claude, and Microsoft Copilot, among others. Launched in 2022 and 
2023, these products have been revolutionising many people’s daily lives. While numerous opportunities 
and use cases have emerged, so have the risks if the technology does not develop in a human-centric 
manner. AI systems can pose significant threats to human rights if not properly designed and regulated, 
including potential violations of privacy through mass surveillance, perpetuation or amplification of 
biases leading to discrimination, manipulation of public opinion a€ecting democratic processes, and 
automation-driven job displacement impacting economic rights. Significant human rights threats also 
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lie in the everyday uses of social media, which are heavily powered by AI systems. Exacerbating biases, 
propaganda and misinformation, and anonymous, unfiltered hate speech are only some of the risks 
governing social media with the aid of AI systems, which are not trained to battle these behaviours. 

Balancing free speech and protective regulations in the context of AI and digital platforms presents 
significant challenges for policymakers and tech companies alike. On one hand, the open nature of these 
platforms has democratised information sharing and given voice to diverse perspectives, fostering 
innovation and public discourse. However, this same openness has also enabled the rapid spread 
of misinformation, hate speech, and harmful content, potentially undermining social cohesion and 
individual rights. 

The integration of AI into content moderation further complicates this balance.12 While AI can eœciently 
process vast amounts of data and identify potentially harmful content, it often lacks the nuanced 
understanding required to distinguish between legitimate free speech and genuinely harmful material. 
Overzealous content removal risks stifling legitimate expression, while insuœcient moderation may 
fail to protect vulnerable users. Moreover, the global nature of digital platforms means that navigating 
varying cultural norms and legal frameworks across di€erent jurisdictions adds another layer of 
complexity to this delicate balancing act. 

As AI continues to evolve, finding the right equilibrium between protecting 
free speech and implementing necessary safeguards remains a critical 
challenge for the digital age.

The power and reach of AI technologies make it imperative that their development is guided by human 
rights principles to prevent such negative outcomes. Recognising this fundamental shift in technological 
capabilities, many international organisations and countries have acknowledged the need to harness 
AI’s potential, ensure inclusivity, and actively manage and mitigate risks. Nevertheless, it’s important 
to mention that AI has many significant potential benefits for society. The UN High Commissioner for 
Human Rights, Volker Türk, has recognised the added value and advantages that AI can bring to human 
rights, such as improving strategic foresight and forecasting, democratising access to knowledge, 
and accelerating scientific progress that can help address challenges like the climate crisis.13 When 
developed responsibly, AI can enhance access to information and education, improve healthcare 
outcomes, aid in environmental protection e€orts, and strengthen the rule of law through more eœcient 
and fair judicial systems. AI tools can also be leveraged to monitor human rights violations, predict and 
prevent conflicts, and assist humanitarian e€orts. 

The dual nature of AI’s impact on human rights underscores the importance of integrating human rights 
considerations into every stage of AI development and deployment. This integration ensures that AI 
technologies are innovative but also ethical, inclusive, and beneficial to society. 

International organisations around the world have begun to take action 
to ensure that a balance is achieved between AI innovation and human 
rights protection.

For example, as early as 2019, the OECD adopted its Principles on AI. These principles are based on key 
values, including the importance of AI systems being designed in a way that respects the rule of law, 
human rights, democratic values, and diversity, and that they should include appropriate safeguards to 
ensure a fair and just society.14 These principles were updated in 2024 to better include AI-associated 
challenges involving privacy, intellectual property rights, safety, and information integrity.15

The UN16 has adopted a similar approach by stating that AI must be grounded in human rights, 
highlighting the importance of understanding why and which limits should be implemented around AI.17 
This was further reinforced in the recent report Governing AI for Humanity, launched in September 2024 
by the multi-stakeholder High-level Advisory Body on Artificial Intelligence.18 This report recommends 
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specific action within the UN and calls on UN Members States for action. The drafters’ intention was for 
it to be based on a comprehensive vision for an equitable and e€ective global AI governance regime, 
with careful thought on the implementation steps. The recommendations include, among others, (i) the 
launch of a twice-yearly intergovernmental and multi-stakeholder policy dialogue on AI governance, 
(ii) an AI standards exchange among representatives from the public and private sectors, and (iii) 
creating an AI capacity development network to connect capacity development centres making available 
expertise, compute, and AI training data to key actors. The Advisory Body on Artificial Intelligence 
was initially proposed in 2020 as part of the United Nations Secretary-General’s Roadmap for Digital 
Cooperation and was formed in October 2023 to undertake analysis and advance recommendations for 
the international governance of AI. 

The World Economic Forum, meanwhile, has created an AI Governance Alliance to support the 
responsible and ethical development of AI systems and regulations, with a focus on human rights to 
access information and reduce the digital divide.19 

The Global Privacy Assembly (GPA) is a global forum that brings together privacy regulators and experts 
to discuss emerging privacy issues, including the use of AI. In 2018, the GPA adopted a Declaration 
on Ethics and Data Protection in AI, emphasising fairness, transparency, and accountability in AI 
deployment.20 Since then, it has adopted various resolutions focused on AI governance, including a 2020 
resolution on AI accountability that calls for clear accountability measures for AI systems.21 

The GPA’s recent 2023 Resolution on Generative AI22 highlights the growing concerns around the 
deployment of these systems without adequate pre-deployment assessments. This resolution 
underscores the need for stronger governance to mitigate risks to privacy and fundamental rights. 
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The G7 has been at the forefront of discussions on the ethical and responsible development of AI. In 
2018, the Canadian and French presidencies of the G7 launched the Global Partnership on AI (GPAI),23 
which fosters international collaboration on AI-related priorities, including research, development, and 
policy. GPAI focuses on ensuring that AI technologies are developed in alignment with human rights. 

More recently, the 2023 G7 summit in Hiroshima marked a significant development in AI policy. The G7 
leaders endorsed the Hiroshima AI Process,24 which includes guiding principles applicable to AI actors 
across the entire AI lifecycle. This framework emphasises generative AI governance and human-centric 
AI development, reflecting the G7’s commitment to managing AI risks while promoting innovation. 

The G20, representing the world’s major economies, has also played a significant role in shaping global 
AI policy. The G20 AI Principles,25 endorsed in 2019, draw heavily from the OECD AI Principles26 to 
emphasise human-centric AI. These principles encourage countries to foster innovation while ensuring 
ethical standards are met. The G20 has particularly focused on promoting international cooperation and 
fostering an open, fair, and non-discriminatory digital economy. 

At the 2023 G20 summit in New Delhi, leaders reaœrmed their commitment to these principles, calling 
for AI governance that prioritises transparency, accountability, and human rights protection. The G20 
also recognised the importance of leveraging AI to solve global challenges in a responsible and inclusive 
manner. 

More recently, in September 2024, the Council of Europe (CoE), an international organisation with the 
goal of upholding human rights, democracy, and the rule of law in Europe, published its Framework 
Convention on Artificial Intelligence and Human Rights, Democracy and the Rule of Law.27 This 
comprehensive document also recognises the complex relationship between AI and fundamental human 
rights by highlighting both the potential benefits and risks and listing a series of common principles 
and rules to govern AI activities. Aligned with other international standards, these principles focus 
on transparency, accountability, and oversight mechanisms for AI systems and call for measures to 
prevent discrimination and promote equality. The document requires the establishment of remedies 
and procedural safeguards for those a€ected by AI systems and promotes risk assessment and 
mitigation throughout the AI lifecycle. To ensure ongoing implementation and adaptation, the convention 
establishes a Conference of the Parties and encourages public consultation and digital literacy 
initiatives. It also provides mechanisms for international cooperation and information sharing on AI 
developments. The value of this Framework28 lies in its comprehensive approach to addressing AI’s 
impact on human rights within an internationally agreed-upon framework. 

In Asia, both the Asian Development Bank (ADB)29 and the Association of Southeast Asian Nations 
(ASEAN) have released their own ethical AI frameworks and guidelines for AI governance and ethics, 
emphasising transparency, fairness, security, and human-centricity.30 Among the DCO Member States, 
some have adopted national initiatives, which will be discussed further in Section 3.2 of this report. 

The African Union’s (AU) Continental Artificial Intelligence Strategy,31 launched in July 2024, aims to 
provide a harmonised framework for AI development across the continent. It promotes an inclusive, 
ethical, and people-centred approach to AI that aligns with Africa’s broader developmental aspirations 
under Agenda 2063.32 The strategy focuses on leveraging AI to accelerate socioeconomic development, 
addressing key areas such as healthcare, education, agriculture, and governance. The strategy supports 
African nations in developing their own AI frameworks, ensuring they integrate key ethical principles 
such as transparency, accountability, fairness, privacy, and minimisation of bias while promoting 
homegrown solutions to address pressing societal challenges.
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2.3 RESPONSIBLE AI VS. ETHICAL AI – THE RELEVANCE OF 
INCORPORATING HUMAN RIGHTS IN THE AI CONCEPT
Although there is no universally recognised definition of ethical AI or responsible AI, many organisations 
have worked to identify the main characteristics of what these concepts represent. 

The current literature suggests ethical AI and responsible AI have distinct focuses, although, in practice, 
these terms are often used synonymously. In simple terms, ethical AI focuses on moral imperatives, 
while responsible AI concentrates on practical implementation. Ethical AI aligns AI systems with moral 
and societal values, emphasising fairness, transparency, accountability, and human rights.33 Conversely, 
responsible AI addresses the practical aspects of AI development and deployment. It ensures AI 
systems are safe, reliable, and compliant with legal and ethical standards.34 Responsible AI emphasises 
transparency in processes, accountability for outcomes, minimising biases, ensuring privacy, and 
building stakeholder trust.35

Among the DCO Member States, several have included definitions of ethical and responsible AI in 
their current AI policy frameworks, generally staying close to the definitions discussed above. For 
example, Jordan states that ethical AI refers to AI systems designed and deployed in a manner that 
aligns with ethical principles, ensuring fairness, transparency, and accountability.36 Oman follows a 
similar approach, highlighting that ethical AI focuses on fairness, transparency, accountability, and 
respect for human values. Oman aims to create AI systems that make decisions respecting everyone’s 
rights and follow moral guidelines. The country also mentions responsible AI, aspiring to create safe, 
reliable, and morally sound AI systems. It aims to consider the broader societal impact of AI and align 
these technologies with stakeholder values, legal standards, and ethical principles.37 The Kingdom of 
Saudi Arabia defines AI ethics as a set of values, principles, and techniques to guide moral conduct in 
developing and using AI technologies.38

Outside the DCO, we can also find examples of countries defining ethical AI and its implementation. 
For example, the UK launched its Ethics, Transparency and Accountability Framework for Automated 
Decision-Making.39 This framework was developed based on the Data Ethics Framework40 and other 
relevant documents that set the basis for the responsible use of data. AI ethics is defined as a set of 
values, principles, and techniques that employ widely accepted standards to guide moral conduct in 
the development and use of AI systems.41 The goal is to mitigate the potential harms caused by AI, 
such as misuse and negative impact. Singapore has taken a more practical approach by establishing 
a framework that consists of 11 AI ethics principles aligned with international frameworks. These 
principles set the basis for the AI Verify tool,42 which is a testing framework and software toolkit that 
helps organisations validate the performance of their AI systems against these ethical principles 
through standardised tests.
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3.1 KEY HUMAN RIGHTS WITHIN THE AI ECOSYSTEM 
As universal and inalienable principles, human rights cover a wide range of freedoms and 
entitlements that are fundamental to human dignity and wellbeing. These rights range from civil, 
political, economic, and social aspects to cultural topics of human life. While all human rights are 
interconnected and equally important, the rapid advancement of AI technology requires a focused 
examination of specific rights that are particularly vulnerable to or impacted by AI systems.

On a global scale, the growing use of AI in domains like healthcare, criminal justice, education, 
and employment has raised concerns about its effects on the right to equality, non-discrimination, 
privacy, freedom of expression, and due process, among others. AI-powered decision-making 
systems have the potential to perpetuate and amplify biases, undermine transparency and 
accountability, and infringe on individual autonomy if not designed and deployed with rigorous 
human rights safeguards. Understanding these concepts is fundamental to harnessing the positive 
potential that AI can have while mitigating its risks and ensuring it serves to enhance human 
dignity and fundamental freedoms.

According to the interviews of AI stakeholders (citizens, non-government/civil society 
organisations, private-sector players, and government officials) conducted during the AI & Human 
Rights roundtables held in Riyadh (11 September 2024) and Singapore (30 October 2024), the most 
relevant human rights regarding AI are the right to privacy, non-discrimination, and freedom of 
opinion and expression. These are followed by the right to work, the right to education, the right to 
health, the right to a healthy environment and the right to leisure, among others.

Figure 3. Interview results from the roundtable held in Riyadh showing the key human rights aŒecting 
the development of AI.
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Figure 4. Interview results from the roundtable held in Singapore showing the key human rights aŒecting the 
development of AI.

Source: In-person interviews conducted by Access Partnership on 11 September 2024 and 30 October, covering 21 respondents and 18 respondents, 
respectively, who attended the DCO AI & HRs Roundtable organised on the margins of the GAIN Summit in Riyadh and the margins of the Switch event 
in Singapore. Respondents include policymakers, regulators, industry players, and non-government/civil society organisations.

3.1.1 Right to Privacy 

The right to privacy is a fundamental human right that encompasses various aspects of personal 
life, including privacy of communications, physical privacy, psychological privacy, surveillance, 
associational privacy, and informational privacy. An important aspect of this concept is “data 
protection”, which is the legal and practical measures designed to implement and enforce privacy 
rights in the context of data processing. AI technologies, especially those involving data collection 
and surveillance, can infringe on individuals’ privacy. 

Concerns around privacy began to rise with the advent of digital technology and the increasing use 
of computers and the internet. Corporate data breaches have hit the front pages of newspapers 
globally, making this topic a priority for many regulators around the world.43 Large scandals 
involving the leak of confidential information and the misuse of personal data to influence political 
campaigns or to scam users and commit theft show how important data protection and the right to 
privacy are in the modern world. Although data protection comes as one of the first concerns when 
talking about privacy risks, AI has introduced complex challenges to various dimensions of privacy 
beyond data. 

In terms of physical privacy, AI-powered surveillance systems,44 often combined with facial 
recognition technology, have a significant impact on the privacy of one’s physical movements and 
presence.45 Such systems can track individuals’ whereabouts in public and private spaces, often 
without explicit consent. With sensors and biometric data collection in devices like wearables 
and smart home devices, there is an increased potential for monitoring and profiling based on 
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daily habits and routines.46 This invasion extends to AI-driven drones and autonomous vehicles 
capable of capturing footage in real-time, while location tracking in various apps creates detailed 
records of personal and locational history. This is also known as spatial privacy under threat in 
the context of smart city technologies, which deploy AI to monitor public areas, as well as private 
environments, through automated home and workplace systems. These technologies observe and 
interpret patterns in movement and interaction within both public and private spaces, leading to 
highly detailed location-based profiles, which, when combined with data from other sources, enable 
a near-complete view of a person’s spatial and situational presence.47

Another concept to explore within privacy is decisional privacy, the right to make autonomous 
personal decisions. It is threatened by AI systems that influence or make decisions impacting 
one’s life choices. AI-driven algorithms increasingly affect access to essential opportunities, like 
loans, job offers, and educational resources, often relying on data-driven predictions. The extensive 
personalisation capabilities of AI, although intended to improve user experience, can inadvertently 
restrict exposure to diverse perspectives, creating “filter bubbles” that limit users’ understanding 
of alternative viewpoints. This extends to health-related AI applications that make or recommend 
important health decisions, as well as the influence AI-based advertising has on consumer choices, 
subtly guiding purchasing behaviours and personal preferences.

On the dimension of mental and psychological privacy, AI tools analyse emotional states and 
mental health indicators through observed behaviour and digital interactions, which can intrude 
into deeply personal aspects of individual well-being. For example, sentiment analysis across 
emails and social media offers insight into emotional conditions and trends, sometimes revealing 
more than users intend to share. Emerging technologies, such as brain-computer interfaces, 
present an even more direct challenge to psychological privacy as they capture and potentially 
interpret neural data, leading to advanced psychological profiling based on one’s online behaviour. 
In turn, AI-powered personalisation can interfere with cognitive autonomy by presenting content 
tailored to influence thoughts and behaviours in subtle, often unnoticeable ways.

Associational privacy is affected as AI systems analyse social networks to uncover relationships, 
affiliations, and communication patterns. By mapping personal and professional connections, AI 
systems can reveal sensitive information about group memberships and associations, potentially 
impacting the freedoms of association, particularly when surveillance is used to track group 
activities or other collective environments.

Finally, we have data privacy, a concept that stands out as a crucial and overarching aspect, 
functioning as a connective thread with all other privacy domains. It forms the essential foundation 
of the personal information cycle. As such, data privacy becomes the pivotal point that can 
either safeguard or jeopardise the integrity of physical, decisional, psychological, associational, 
behavioural, and spatial privacy realms. This central role of data privacy underscores its 
significance in the broader landscape of privacy concerns, acting as both a potential shield and a 
vulnerability point for other privacy dimensions, which is present and addressed in several data 
protection regimens that are necessary foundations for the development of other policies related to 
the responsible use of AI. As all human activities increasingly leave traces of personal data in each 
digital interaction, the protection of privacy and possible use of this data, among other elements, 
has been a public policy concern for over a decade, with many nations adopting modern regulatory 
frameworks to answer to the challenges of personal data being collected and used every second 
over the internet; for instance, the EU’s General Data Protection Regime (GDPR) is often the most 
quoted example of such regimen. 

Adopting personal data protection regimens is recommended as a necessary foundation for the 
development of other policies related to the responsible use of AI. Concerns around personal data 
protection increase within the context of AI. Consequently, the existence of a robust regimen at the 
domestic level can be used as a proxy for the awareness and level of advancement of each nation’s 
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regulatory framework for AI-related concerns. Within the DCO Member States, 12 out of 16 have 
adopted a data protection law and, as such, could be deemed to have a certain level of foundational 
readiness in their framework regarding AI use. This is because the protection of personal data 
entails several human rights and, typically, countries with a data protection regime that was 
developed to acknowledge the challenges of the digitalisation of human activities are likely already 
considering issues that are reflected in AI principles. For the rest of the DCO Member States, 
it must be noted that Bangladesh is currently working on a draft Personal Data Protection Act, 
while Pakistan’s Prevention of Electronic Crimes Act 2016 (PECA) serves as the current primary 
legislation on data protection.

Furthermore, the existence of the Data Protection Authority is a healthy indicator for countries that 
are addressing these fundamental rights. Among DCO Member States, 12 have data protection laws 
implemented and nine have specific authorities working on data protection issues, ensuring that 
this right is respected, as summarised below.

Country Data Protection Law Data Protection Authority

Bahrain Personal Data Protection Law (PDPL)48 Personal Data Protection Authority49

Cyprus
Regulation (EU) 2016/679 on the General Data 
Protection Regulation (GDPR)50 Data Protection51

Ghana The Data Protection Act 201252 Data Protection Commission53

Greece
Regulation (EU) 2016/679 on the General Data 
Protection Regulation (GDPR)54 Hellenic Data Protection Authority (HDPA)55

Jordan Data Protection Law56

Kuwait
Decision No. 42 of 2021 on Data Privacy Protection 
Regulation (“Data Protection Regulation”)57

Morocco
Law No. 09-08 on the Protection of Individuals 
regarding the Processing of Personal Data58

The National Commission for the Control of 
Personal Data Protection (CNDP)59

Nigeria Nigeria Data Protection Regulation (NDPR)60 Nigeria Data Protection Commission61

Oman
Personal Data Protection Law62 (PDPL) 2022

Executive Regulations of the Law63 2024

Qatar
Law No. 13 of 2016 Concerning Personal Data 
Protection64

National Cyber Governance and Assurance 
65

Rwanda
Law No 058/2021 of 13/10/2021 relating to the 
protection of personal data and privacy66

67 

Saudi Arabia
Saudi Arabia’s Personal Data Protection Law 
(PDPL)68

Saudi Authority for Data and Artificial 
Intelligence (“SDAIA”)69

Source: Access Partnership research
Table 1. Data Protection and National Authorities per country
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Dedicated data protection authorities (DPAs) provide specialised expertise, focused oversight, and 
independent enforcement of data protection regulations, ensuring a consistent approach across sectors. 
Their independence enhances public trust and allows for impartial decision-making. DPAs also play a 
crucial role in raising public awareness and adapting to emerging challenges in the rapidly evolving 
digital landscape.

Countries that recognise the importance of protecting privacy have taken measures in this regard, as 
can be seen in several DCO Member States. For example, Ghana, in its National Artificial Intelligence 
Strategy,70 established objectives to facilitate data access and governance by implementing and 
enforcing data sharing and governance policies, clarifying data privacy agreements, and disseminating 
guidance on ethical AI practices.

Jordan’s principles under the National Charter of Ethics for Artificial Intelligence71 include privacy 
and data protection. The principles emphasise adherence to laws and best practices in data 
management, including collection, processing, storage, and deletion. The focus is on preserving privacy 
and confidentiality and respecting intellectual property rights. Jordan also prohibits unauthorised 
surveillance or tracking of individuals and stresses the importance of data quality, validity, and integrity.

Jordan’s principles advocate for strong data governance, accountability for privacy violations, and 
obtaining informed consent for data use. Additionally, they forbid illegal data acquisition, misuse of 
data for undeclared purposes, and exploitation of AI outputs to harm individuals. The national charter is 
aligned with the local Data Protection Law,72 which has significant implications for AI development and 
deployment in the country, some of which are highlighted below:

Consent and transparency: 

AI systems that process personal data will need to obtain explicit consent from 
individuals. This means AI developers must ensure transparency about how data is 
collected, used, and stored.

Data minimisation: 

The law emphasises the principle of data minimisation, requiring AI systems to only 
collect data that is necessary for their specific purpose. This could limit the amount of 
data AI systems can access, potentially a€ecting their performance.

Sensitive data:

Special provisions for sensitive personal data mean that AI systems handling such 
data will need to implement additional safeguards. This includes data related to health, 
biometric information, and other sensitive categories.

Accountability and compliance: 

Organisations using AI will need to ensure compliance with the new regulations, which 
may involve updating their data processing practices and implementing robust data 
protection measures.

23



Bahrain follows a very similar approach to Jordan under its Law No. (30) of 2018 with respect 
to Personal Data Protection.73 It mandates proper consent or legal basis for data collection and 
processing, with stricter rules for sensitive data (health information, biometrics, etc). The law 
emphasises data quality, relevance, and purpose limitation while granting data subjects various 
rights, including access and rectification. It addresses automated decision-making, allowing for 
human intervention in certain cases.

The law puts checks on cross-border data transfers, requires robust security measures, and may 
necessitate prior authorisation for certain data types, like biometrics. It also imposes accountability 
obligations on data controllers. These provisions collectively ensure that AI systems in Bahrain 
must be designed and operated with a strong emphasis on data protection, user rights, and privacy, 
potentially affecting their development, deployment, and operational processes.

Other DCO Member States have developed similar laws. Examples include Saudi Arabia’s Personal 
Data Protection Law (PDPL),74 Qatar’s Personal Data Privacy Protection Law (PDPPL),75 and Oman’s 
Personal Data Protection Law (PDPL).76 All of these have similar provisions to those of Bahrain and 
Jordan’s regulations requiring AI developers to maintain transparency about how data is used and 
ensure accountability for any misuse. This includes providing clear information about AI decision-
making processes and ensuring that AI systems are explainable.

DCO Member States that belong to the European Union, such as Greece and Cyprus, must adhere to 
and enforce the rules under the General Data Protection Regulation (GDPR).77 This regulation sets 
high standards for data protection rules and is seen as the gold standard regulatory model. 

Several DCO Member States are still in the process of developing comprehensive data protection 
laws and authoritative bodies dedicated to safeguarding citizens’ privacy rights. This gap, coupled 
with rapid digitalisation, exposes individuals and businesses to significant risks. Without formal 
mechanisms to enforce data security standards or respond effectively to cyber threats, these 
economies are increasingly vulnerable to privacy breaches and data misuse.

Even for those countries that do have regulations, there could be concerns about the lack of 
transparency regarding what data is collected by various actors and how it is used, which can lead 
to misuse and privacy violations. Consequently, the next challenge for countries that do have a 
well-developed framework is to ensure transparency in the use and collection of data. The other 
major challenge for countries with specific data protection frameworks is to correctly educate their 
authorities to ensure the correct enforcement of their regulations.
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3.1.2 Right to non-discrimination

Non-discrimination relates to non-biased algorithms, as AI systems can perpetuate or even exacerbate 
biases if not properly designed and monitored. It is essential to ensure that AI algorithms do not 
discriminate based on race, gender, or other personal characteristics. 

This topic is constantly raised by international organisations, academics, and civil societies as it 
represents one of the major areas of concern for society. The use of AI in sensitive areas, such 
as employment, health, finance, and criminal justice, needs to be carefully monitored to prevent 
discriminatory outcomes because, without proper oversight, AI can reinforce and perpetuate existing 
social inequalities. For example, on the employment front, AI in hiring processes raises questions about 
fairness and discrimination. This is an area of great impact for all, and addressing discrimination in this 
field would increase fairness and employment opportunities for minorities, candidates coming from 
lower income classes, and other discriminated categories.

Two cases of AI violation of the non-discrimination right are (i) the Robodebt scandal in Australia and 
(ii) the Dutch childcare benefit scandal. The Robodebt scandal involved an unlawful AI-automated debt 
recovery system used by the government from 2016 to 2019. The system incorrectly calculated debts 
owed by welfare recipients.78 This led to many people receiving false debt notices, causing significant 
financial and emotional distress (even suicides). The scheme was ruled illegal in 2019.79 

Similarly, the Dutch childcare benefit scandal80 involved an algorithmic system used by the Dutch tax 
authorities to detect welfare fraud. Introduced in 2013, the system used data on nationality and ethnicity 
as risk factors, leading to racial profiling and disproportionately targeting ethnic minorities. Thousands 
of families, mostly from low-income backgrounds, were falsely accused of fraud, resulting in severe 
financial and emotional distress. The scandal came to light in 2019, leading to the resignation of the 
Dutch government in January 2021. A Dutch court ruled that the system breached human rights laws, 
emphasising the need for transparency and accountability in the use of AI.81

Within the current legal framework of many countries globally, including the DCO Member States, 
only a few countries have developed specific policies to reduce discrimination in the development 
and application of AI systems and algorithms. There are more generic references to transparency in 
policies and strategies, but the absence of robust legal protections increases the risk of AI being used in 
ways that exacerbate existing inequalities, whether intentional or not. Although this is one of the more 
complex challenges posed by AI, some interesting approaches have been followed around the world 
to reduce the impact. For example, the UK launched a Fairness Innovation Challenge, a government 
initiative o€ering up to GBP 400,000 in funding for innovative solutions tackling bias and discrimination 
in AI systems. The project had a big focus on healthcare and other real-world use cases.82 From a 
policy angle, the White House Oœce of Science and Technology Policy in the US proposed the Blueprint 
for an AI Bill of Rights, which includes principles to guide the design and use of AI systems, including 
protections against algorithmic discrimination.83 Another example of non-discrimination inclusion can be 
found in the National Charter of Ethics for Artificial Intelligence84 of Jordan. This document describes a 
series of principles85 for the responsible use of AI technologies, among which include inclusiveness and 
justice. These principles emphasise the importance of respecting, protecting, and promoting diversity, 
inclusion, and impartiality throughout all stages of AI technology development and use. It recognises 
that bias in AI systems can result from incomplete or deficient datasets, as well as from the cognitive or 
real-world biases of individuals designing and training these systems. The goal is to promote economic, 
social, and digital justice by eliminating unfair discrimination and unequal opportunities. This involves 
ensuring AI technologies are fair and unbiased, use diverse and comprehensive datasets, avoid the 
perpetuation of negative stereotypes or exclusionary practices, and make AI technologies accessible to 
all, including marginalised groups and people with disabilities. 

Bahrain has also adopted some concrete measures to reduce this risk, imposing a fine of up to BHD 
2,000 for anyone misusing AI for discrimination or in violation of its intended purposes.86 Other countries 
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refer to non-discrimination as a key principle within their national frameworks without expanding on 
what this means in practice or how it should be protected. A table summarising all DCO frameworks and 
AI references can be found in section 3.3.

Governments must prioritise transparency in AI development and provide clear guidelines to prevent 
discrimination. These guidelines should target software engineers, programmers, AI enthusiasts, and 
anyone involved in building or applying AI-related technology. Concurrently, public sector oœcials and 
policymakers need to deepen their understanding of AI sectors to craft e€ective regulations that balance 
innovation with responsible development. This approach will help avoid unnecessary delays or barriers 
while ensuring responsible AI implementation.

3.1.3 Freedom of opinion and expression

Freedom of opinion and expression concerns data moderation, content, misinformation, and fake news. 
AI can impact freedom of expression through content moderation and censorship; for example, on social 
media platforms. Balancing protective regulations against free speech is the main challenge under this 
topic.

This is one of the most complex rights identified in the research, as it can be seen as one of the 
most diœcult trade-o€s to achieve. This applies to both the public sector, which can be criticised for 
restricting freedom of speech to protect society, and online platforms that struggle with ensuring 
freedom of expression and ideas while reducing the dissemination of fake news and illegal content. 
Moreover, increasing concerns have been raised about misleading algorithms and opaque formulas 
exasperating biases and hate speech that target certain individuals and minority groups, with the result 
of increasing social tensions and unrest. 

Examples of violations of this right include receiving propaganda and manipulation by various 
political actors to generate specific political results. Since 2023, more than 1,110 AI-generated news 
and information websites have been tracked, operating with little to no human oversight.87 In May 
2023, there were only 49.88 According to Brewster, a researcher at NewsGuard who conducted the 
investigation, these sites work in two ways.89 Some stories are created manually by people who are 
consulting with chatbots throughout drafting the article. Otherwise, the process can be automatic, with 
AI systems searching for articles that contain certain keywords and feeding those stories into a large 
language model that rewrites them to seem original and avoid plagiarism. 

AI systems are now central to the content moderation strategies used by both governments and 
online platforms. While these systems can eœciently manage the vast flow of information online, they 
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also amplify inherent biases and exacerbate social divides. By prioritising or de-prioritising certain 
content types or topics, algorithms often reinforce existing biases, leading to the disproportionate 
targeting of specific viewpoints or demographic groups. This algorithmic targeting can influence public 
opinion by over-exposing certain individuals or groups to content that may contain misinformation or 
inflammatory rhetoric. As such, these algorithms can inadvertently contribute to social polarisation, bias 
reinforcement, and the spread of hate speech.

Protecting freedom of speech requires ongoing dialogue, careful consideration of diverse perspectives, 
and a commitment to upholding individual rights and collective wellbeing. The challenge lies in finding 
an appropriate balance that preserves the core values of free speech while addressing legitimate 
societal concerns. Transparency, proportionality, and a detailed legal framework are some of the 
foundations upon which protection of the freedom of expression should be based while regulating AI 
uses.

Among DCO Member States, although the concept might be included in their legal frameworks, there 
are opportunities to improve practical implications by o€ering concrete references on how to ensure fair 
implementation of freedom of speech concerning digital technologies. Around the world, concerns have 
been raised that laws aimed at ensuring the safety of the internet have, in some cases, overstepped and 
impinged on this right, creating new tools for censorship. Addressing these concerns, Nigeria debated 
the Digital Rights and Freedom Bill,90 which was designed to protect the rights of Nigerians in the digital 
space by addressing issues such as privacy, surveillance, and censorship. It was intended to promote 
human rights online, but since 2019, the bill has remained under discussion and has not been approved 
or updated. 

Balancing free speech and protective regulations on AI-powered digital platforms is a complex 
challenge for policymakers and tech companies. While these platforms democratise information and 
amplify diverse voices, they also accelerate the spread of misinformation, hate speech, and harmful 
content, potentially disrupting social cohesion and infringing on individual rights. AI-driven content 
moderation, although eœcient in processing large data volumes, often struggles to distinguish between 
free expression and genuinely harmful material. This can lead to either excessive censorship or 
insuœcient protection, further complicated by the global nature of digital platforms and varying cultural 
and legal norms. As AI evolves, achieving an e€ective balance between safeguarding free speech and 
ensuring necessary protections remains a challenge and a priority. 

3.1.4 Right to Work

Everyone has the right to work, as well as the right to choose employment, just working conditions, and 
protection from unemployment. There is considerable concern about the potential substitution e€ects of 
AI in labour markets. The right to work is intricately linked to economic security and personal fulfilment. 
As AI continues to evolve, its impact on the labour market generates benefits but also raises concerns 
about job displacement and the potential erosion of this right. 

AI can enhance job opportunities and working conditions in several ways, as it often automates 
repetitive or dangerous tasks, potentially improving workplace safety and allowing workers to focus 
on the more engaging, creative aspects of their jobs. AI-powered tools can increase productivity and 
eœciency, which may lead to economic growth and new job creation in emerging fields. On the other 
hand, the negative e€ect that AI could have would be to abolish several job categories or positions as it 
automates processes. Therefore, boundaries and long-term thinking are imperative in the development 
of AI systems to maintain the importance of human factors in employment and find resourceful ways to 
generate new positions in replacement of those that cease to exist.

An example of the negative impact of AI on employment is the lawsuit in August 2023 against the 
tutoring company iTutor Group.91 This ended in a settlement, where iTutor Group agreed to pay USD 
365,000 to the US Equal Employment Opportunity Commission (EEOC). The federal agency claimed that 
the company used AI-powered recruiting software that automatically rejected female applicants aged 
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55 and older and male applicants aged 60 and older. This resulted in the automatic rejection of more 
than 200 qualified applicants by the software. 

The right to work is intricately linked to economic security and personal fulfilment. As AI continues 
to evolve, its impact on the labour market generates benefits but also raises concerns about job 
displacement and the potential erosion of this right. 

However, if the people in charge of automated tasks are not trained and prepared to move to new 
areas of work or responsibilities, this could disproportionately displace workers. Industries such as 
manufacturing, logistics, and certain service sectors face a higher risk of job losses as AI systems and 
robots become more capable of performing tasks traditionally done by humans. Positions like data 
analysts/scientists, project managers, administrative assistants, and secretaries are expected to be 
highly impacted by AI uses and development, according to the World Economic Forum Report on Future 
of Jobs 2024.92 Governments, with the support of the private sector, should prepare society and support 
their continuous learning and skill development, including through AI-driven educational platforms, 
helping workers adapt to changing job markets. Otherwise, AI could create a skills gap where the 
workforce struggles to keep pace with evolving technological demands. 

AI can also democratise access to work by enabling remote work opportunities, assisting people with 
disabilities through adaptive technologies, and providing personalised job matching services. The 
integration of AI in hiring processes raises questions about fairness and discrimination. While AI can 
potentially reduce human bias in recruitment, poorly designed algorithms might perpetuate or even 
amplify existing biases, a€ecting equal access to job opportunities.

In navigating these challenges, the goal is to use AI’s potential to improve the quality and accessibility 
of work while mitigating its disruptive e€ects on employment. In this regard, governments within the 
DCO Member States have already taken several measures to address the risk while fostering the 
benefits of AI. Most countries that have regulations, policies, or frameworks on AI have references to the 
importance of protecting employment access and using AI to create new job opportunities.

Pakistan’s (draft) National AI Policy93 mentions among its objectives o€ering higher education 
scholarships, improving opportunities for job training for applied skills, developing new skilled human 
capital, and upskilling the existing workforce.

Cyprus’ National AI Strategy94 emphasises the need for ongoing education and skill development within 
the existing workforce. Customised training programmes and the exploration of Massive Open Online 
Courses (MOOCs) in AI are being considered as accessible learning tools. The Cyprus Human Resource 
Authority (AnAD)95 aims to play a crucial role by providing information and incentives to employers 
who invest in upgrading their employees’ digital and AI skills. This collaborative e€ort aims to ensure a 
future-proof workforce with the necessary competencies to thrive in the digital age. 

Ghana’s National Artificial Intelligence Strategy96 includes a section to empower youth for AI jobs 
by facilitating remote jobs or internships in AI and promoting continuous training for students and 
professionals. 

The right to work and the ways to address this human right are directly connected with the right to 
education described below, as it reinforces the importance of providing fit-for-purpose training and 
courses to ensure the workforce is prepared to deal with new market dynamics and changes. 
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3.1.5 Right to Education

AI’s integration into national education programmes is crucial, with a focus on enhancing access to 
personalised learning experiences and educational resources. However, this integration raises concerns 
about digital divides and underscores the need for AI literacy.

AI education and AI literacy are two related but distinct concepts in the field of artificial intelligence 
and education. AI education refers to the process of integrating and applying AI technologies within 
educational settings to enhance teaching and learning experiences.97 Examples include grammar-
checking software, plagiarism detection tools, and AI-powered assistants for personalised study 
support. AI literacy, on the other hand, is the ability to understand, use, monitor, and critically reflect on 
AI applications.98 It encompasses the knowledge and skills that enable individuals to recognise, grasp, 
use, and critically assess AI technologies and their impacts. 

While AI education is about implementing AI in educational contexts, AI literacy is about developing the 
skills to interact with and evaluate AI systems e€ectively. AI literacy is essential for students, educators, 
and the general public to navigate the increasing presence of AI in various aspects of life.

AI can tailor educational content and address individual students’ needs, ensuring that each learner 
receives the optimal level of support. AI-powered tutoring systems can provide personalised guidance, 
answer questions, and o€er feedback, helping students to understand complex concepts more 
e€ectively. AI can help to make education more accessible to students with disabilities by providing 
tools and accommodations that cater to their specific needs. AI-powered language learning apps and 
platforms can provide immersive and engaging experiences that help students acquire new languages 
more quickly. 
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While there are significant opportunities for improvement in the educational field, the digital divide could 
negatively a€ect the outcomes of AI implementation. Access to technology and internet connectivity are 
essential for benefiting from AI-powered learning resources. In countries where internet penetration 
remains low or where students do not have access to computers or the internet, it will be extremely 
diœcult for students to have access to these new sources of education. Furthermore, AI algorithms can 
perpetuate biases present in the data they are trained on. This could lead to discriminatory outcomes in 
education, such as biased assessments or recommendations.

Many DCO Member States have paid substantial attention to this human right concerning AI. Ghana’s 
National Artificial Intelligence Strategy99 aims to (i) expand AI education and training by conducting 
annual skills gap assessments, (ii) launch the AI Ready Ghana programme, (iii) expand AI education 
courses, and (iv) promote training for teachers. Furthermore, the government has invested in AI 
research centres and initiatives, particularly through AI programmes at universities like the University 
of Ghana and Kwame Nkrumah University of Science and Technology (KNUST).100

Nigeria’s Federal Ministry of Communications, Innovation, and Digital Economy (FMCIDE) has conducted 
various workshops and educational initiatives101 aimed at upskilling Nigerian researchers and 
practitioners in AI technologies. Rwanda,102 Morocco,103 Jordan,104 Bahrain,105 and other governments 
have also announced partnerships and initiatives with local universities and schools to develop courses 
and training on AI.

There is a growing focus on addressing the ethical implications of AI. Workshops on UNESCO’s 
Recommendation on the Ethics of AI and the intersection of AI and human rights are prominent 
topics of discussion. This reflects an increasing awareness of the need to balance technological 
advancement with ethical considerations and human rights protection. Notably, many initiatives 
focus on improving and protecting human rights, particularly in areas such as health, sustainability, 
privacy, and education, demonstrating AI’s potential to contribute to pressing social and 
environmental issues.

Another significant trend is collaboration with international organisations and institutions from other 
countries, including GIZ FAIR Forward, UNESCO, EU, UNIDO, and the World Bank. However, there 
appears to be less cooperation among DCO countries or within their own geographical clusters.
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3.1.6 Right to Health

AI in healthcare can improve diagnostics and treatment but must be used ethically to ensure equitable 
access and avoid harm. AI-powered algorithms can analyse vast amounts of medical data to improve 
disease diagnosis and detection. This can lead to earlier interventions and more e€ective treatments. 
Additionally, AI can assist in developing new drugs and therapies by identifying potential targets 
and accelerating the drug discovery process. AI-enabled medical devices can also provide real-time 
monitoring and personalised care, helping patients to manage chronic conditions more e€ectively.

AI technologies o€er promising healthcare innovations, but they also present significant ethical 
challenges that require careful examination. The key concerns include:

Unequal Access: 

Without deliberate intervention, AI-powered healthcare services may deepen existing 
health disparities, preventing vulnerable populations from benefiting from advanced 
medical technologies.

Algorithmic Bias:

AI systems can perpetuate discrimination if trained on biased datasets. This may result 
in inaccurate diagnoses or treatment recommendations that disproportionately harm 
certain demographic groups.

System Reliability:

The potential for errors, misinformation, or technical malfunctions in AI healthcare 
applications poses serious risks to patient safety. Comprehensive safety protocols and 
rigorous oversight mechanisms are essential to mitigate these risks.
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These challenges underscore the need for proactive, ethical approaches to integrating AI into 
healthcare, ensuring that technological advancement does not compromise patient welfare or medical 
equity.

A relevant case regarding the repercussions of AI use in healthcare is a lawsuit filed in 2023 before the 
US District Court for the District of Minnesota.106 It accused UnitedHealthcare of utilising the nH Predict 
algorithm to make healthcare determinations. The plainti€s claimed that the use of this algorithm led 
to the premature and bad-faith denial of payment for healthcare services. The plainti€s, insured by 
UnitedHealthcare, were allegedly forced to personally pay for medically necessary care. The lawsuit 
alleges that the nH Predict algorithm developed by NaviHealth systematically denied elderly patients’ 
claims for extended care. This case has not yet reached a decision. 

There are some examples of sector-specific initiatives led by public sector authorities in DCO Member 
States, but there is a big opportunity for improvement here as those examples are largely supported 
by academia and the private sector. For example, there are several start-ups in DCO Member States 
working on health initiatives driven by AI solutions. In Qatar, AI is being integrated into the healthcare 
sector through partnerships that aim to improve patient care and streamline medical processes.107 
Companies like Avey, founded in 2017, focus on AI-driven healthcare solutions, providing mobile apps 
for ordering healthcare products and communicating with healthcare providers.108 In Ghana, Chestify AI 
Labs aims to transform healthcare by connecting radiologists and medical practitioners to healthcare 
facilities. It uses AI to facilitate faster annotations and report writing for biomedical images.109

Governments can do much to support initiatives at the intersection of AI and health. This is especially 
important in countries where resources are scarce and health problems are among society’s top 
priorities. 
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3.1.7 Right to a Healthy Environment

AI can be used to measure, analyse, and reduce emissions and climate e€ects, optimise the 
management and consumption of natural resources, and foster environmental sustainability. On the 
other hand, there are concerns about carbon emissions from AI. 

AI can provide valuable insights into climate change, pollution levels, and resource consumption by 
collecting and analysing vast amounts of environmental data. For example, AI-powered sensors can 
monitor air and water quality, detect changes in biodiversity, and track deforestation rates. Several 
projects are running powered by these technologies. One example is the IKI Project110 in Africa, which 
uses AI technology to help predict weather patterns, enabling communities and authorities to better 
adapt to climate change and mitigate its impact.111 There is also Space Intelligence,112 a company based 
in Scotland that leverages AI and satellite monitoring to map the impact of deforestation on the climate 
crisis, covering more than 30 countries.113 This data can be used to identify environmental hotspots, 
assess the e€ectiveness of conservation e€orts, and inform policy decisions. 

At the same time, the training and operation of AI models can be energy-intensive, potentially 
contributing to increased carbon emissions. Microsoft, (ChatGPT, OpenAI, etc.) announced in its 
Environmental Sustainability Report 2024114 that its CO2 emissions had risen nearly 30% since 2020 
due to data centre expansion. By contrast, Google’s GHG emissions in 2023 were almost 50% higher 
compared to the 2019 numbers, largely due to its data centres, as mentioned in its Environmental 
Report 2024.115

Another aspect of the environmental chain is the impact of electricity users to create related 
components, such as AI chips, which represent 1.5% of electricity use over the next five years. This 
represents an important part of the world’s energy supply.116 Additionally, a recent study conducted by 
Cornell University scientists found that training Large Language Models (LLMs) like GPT-3 consumed 
an amount of electricity equivalent to 500 metric tons of carbon, which amounts to 1.1 million pounds 
of carbon dioxide (CO2).117 For reference, a typical coal-fuelled power plant working continuously for 24 
hours burns about 2.7 million pounds of coal.

While AI o€ers significant potential for environmental monitoring and decision-making, several 
challenges may impede its e€ective implementation. Poor data quality and availability can reinforce 
inherent biases (such as developing countries or those from certain regions performing worse than 
richer countries in terms of a metric due to their geographical positions or economic history), which 
can lead to incorrect environmental assessments and misguided policy decisions. Ethical concerns, 
particularly regarding privacy, arise when collecting and analysing vast amounts of environmental 
information. Additionally, the technological limitations of certain AI tools due to their lack of maturity 
may restrict their reliability and applicability. These challenges underscore the need for careful 
consideration and robust safeguards when deploying AI for environmental purposes, ensuring that 
the benefits of AI-driven insights are not undermined by data inaccuracies, ethical breaches, or 
technological shortcomings.

An interesting example from the DCO Member States comes from Jordan, where AI policies explicitly 
address the link between AI and a healthy environment. Jordan’s National Charter of Ethics for AI118 
refers to the principle of preserving a good environment for future generations and protecting the 
components of human life and the environment. Natural resources used during the development and 
use of AI technologies must be protected by ensuring the energy eœciency of AI technologies, which 
reduces their carbon impact on the environment and limits climate change.119

There are also examples of specific practical initiatives in DCO Member States at the intersection of AI 
and the environment; for example, projects focused on smart cities120 to reduce carbon emissions or 
start-ups using AI to detect pests in their agricultural crops and reduce the use of chemical pesticides.121 
However, to date, it is hard to find examples where these initiatives have received significant financial or 
non-financial support from the public sector.
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Governments and businesses in DCO Member States should collaborate to develop policies and 
initiatives that promote the responsible use of AI for environmental protection and mitigate the 
environmental impacts of AI. For example, governments could o€er financial incentives or incubator 
support to start-ups working on AI solutions in the climate action space.

3.1.8 Right to Participate in Cultural Life

The right to take part in cultural life guarantees the right of everyone to access, participate in, and 
enjoy culture, cultural heritage, and cultural expressions.122 AI technologies have the potential to 
both enhance and hinder cultural participation, creating a complex landscape of opportunities and 
challenges. It could enhance access by improving recommendation systems and content discovery 
but may also create filter bubbles that limit exposure to diverse cultural expressions.

Concerning the creation and support of culture, AI is opening new avenues for artistic expression. 
Artists and creators are using AI tools to push the boundaries of their craft, leading to innovative 
forms of art, music, and literature. However, the line between human and machine-generated 
content is becoming increasingly blurred, challenging traditional notions of cultural production. 
Moreover, AI-generated art is triggering further concerns regarding ownership and the possibility 
of reducing creativity as a way of self-expression. 

One of the consequences of violation of the right to participate in cultural life is the 
misrepresentation of artistic content copyrights. In practice, AI-generated art could be presented 
as tech-generated, whereas it may be the exact or very similar work of an actual artist that the AI 
system has used as a sample or inspiration for its “creation”. There is currently an ongoing lawsuit 
being brought against two AI start-ups over alleged copyright violations.123 Firms including Sony 
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Music, Universal Music Group, and Warner Records allege that Suno and Udio have committed 
copyright infringement by using their copyrighted music to generate similar work. They are 
demanding a compensation of USD 150,000 per work. These lawsuits follow a wave of lawsuits 
from authors, news organisations, and other groups that are challenging the rights of AI firms to 
use their work. 

AI can also play a role in preserving cultural heritage. Advanced image recognition and data 
processing capabilities can aid in digitising, cataloguing, and preserving cultural artefacts at an 
unprecedented scale. For instance, Google Arts & Culture has partnered with museums globally 
to digitise and annotate thousands of artworks, providing detailed descriptions and analyses.124 
The Louvre Museum employed 3D modelling to create virtual tours of its exhibits, allowing global 
audiences to explore cultural treasures remotely.125 In Timbuktu, Mali, AI-based imaging techniques 
are used to restore murals in historic mosques by analysing faded pigments and reconstructing 
missing elements.126 However, there’s a risk that biases in data collection and curation could lead to 
the underrepresentation or misrepresentation of certain cultural elements, particularly those from 
marginalised or underrepresented communities.

The deployment of AI systems trained on cultural data raises concerns about perpetuating or 
amplifying existing biases and stereotypes in cultural representation. These “cultural algorithms” 
could shape perceptions and narratives about different cultures in ways that may not accurately 
reflect their richness and diversity.

Regarding this specific right, there are limited examples from the DCO Member States to protect 
and enhance their cultural patrimony using AI. There are references to the protection of cultural 
norms in a broad sense, such as Qatar’s National AI Strategy,127 which proposes the development of 
an AI Ethics and Governance framework that should be consistent with Qatari social, cultural, and 
religious norms, as well as international guidelines. 

The Saudi Arabia Data & AI Authority (SDAIA) AI Ethics Principles128 reinforce the idea of building AI 
systems based on fundamental human rights and cultural values. SDAIA urges the designers of AI 
models to define how their AI system will align with fundamental human rights and KSA’s cultural 
values while designing, building, and testing the technology. Furthermore, after the deployment 
of the AI system, the principles advocate for the AI System Owner to ensure that continuous 
assessment of the human, social, and cultural impact of AI technologies is conducted. On top 
of these principles, SDAIA has launched an AI Ethics Assessment tool129 to enable controllers130 
to conduct a comprehensive and systematic analysis of the extent of their compliance with 
ethical standards in the development and application of AI technologies. This assessment is built 
considering the cultural values that KSA embraces to generate a beneficial impact on society. 

In this section, we have analysed national policies and e€orts to bridge the gap between the 
potential of AI and its responsible integration into society. However, this work cannot be done 
unilaterally, as the intrinsic characteristics of AI and its rapid evolvement make it a worldwide 
issue where international cooperation is fundamental. This is why it is crucial to consider existing 
international frameworks and standards that address both Human Rights and AI. These frameworks 
serve as a foundation for developing ethical guidelines and practices that align AI deployment with 
the broader objectives of safeguarding human rights and promoting environmental sustainability. 
By examining these international principles in the next section, we can better understand how to 
implement AI in a manner that not only drives innovation and economic growth but also ensures 
that human rights and environmental goals are upheld in the digital age.
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3.2 INTERNATIONAL FRAMEWORKS AND STANDARDS 
ADDRESSING HUMAN RIGHTS AND AI 
The global consensus on ethical and responsible AI use has led to the adoption of universal guiding 
principles by international bodies, summarised in the table below. Some commonality is apparent, 
particularly when considering these principles:

Organisation Principles

ASEAN Guide on AI Governance 
and Ethics131 

The principles include transparency and explainability, fairness and equity, security and 
safety, human-centricity, privacy and data governance, accountability and integrity, and 
robustness and reliability.

African Union (AU) Continental 
AI Strategy132 

The principles include human-centricity, transparency, accountability, fairness, human 
rights, privacy, equitable access, and minimisation of bias, discrimination, and societal 
harms.

G-20 AI Principles133 
The principles include human rights protection, transparency, explainability, fairness, 
accountability, regulation, safety, appropriate human oversight, ethics, biases, privacy, 
and data protection.

OECD AI Principles134 
The principles include inclusive growth, sustainable development and well-being; 
human rights and democratic values, including fairness and privacy; transparency and 
explainability; robustness, security and safety; and accountability.

United Nations Principles for 
the Ethical Use of Artificial 
Intelligence135 

The principles include do not harm; defined purpose, necessity, and proportionality; 
safety and security; fairness and non-discrimination; sustainability; the right to privacy, 
data protection, and data governance; human autonomy and oversight; transparency and 
explainability; responsibility and accountability; and inclusion and participation.

Council of Europe Framework 
Convention on Artificial 
Intelligence and Human Rights, 
Democracy and the Rule of Law136 

The principles established are as follows: human dignity and individual autonomy, 
equality and non-discrimination, respect for privacy and personal data protection, 
transparency and oversight, accountability and responsibility, and reliability and safe 
innovation.

European Union (EU) AI Act137 

The principles highlighted are safety, transparency, accountability, and non-
discrimination. They consist of a risk-based approach to categorise AI systems, ensuring 
safety and transparency for high-risk sectors like healthcare. The Act provides robust 
compliance standards while fostering innovation.

G7 Hiroshima AI Process138 
The principles established are human-centric AI, transparency, accountability, and 
security. It focuses on generative AI governance, emphasising transparency and 
accountability in AI systems.

United Nations (UN) Roadmap 
for Digital Cooperation139 

Calls for global AI governance based on building capacity, especially in developing 
nations, focusing on the principles of “do no harm”, transparency, safety, accountability, 
and inclusion.

UNESCO Recommendation 
on the Ethics of Artificial 
Intelligence140 

Promotes ethical AI use aligned with human rights and sustainability goals, aiming for 
inclusive, transparent, and accountable AI development. The principles underlined are 
human dignity, inclusion, environmental sustainability, and transparency.

Safety Transparency Explainability Privacy Reliability Human 
oversight
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Source: Access Partnership research. Please note that this is not an exhaustive list.
Table 2. International Principles for AI

As highlighted above, most international organisations, institutions, and bodies, due to their legal 
mandate and capabilities, have taken a high-level path of soft regulation towards AI governance, with 
members responsible for determining the specific regimes to be implemented in their countries. These 
developments can also serve as points of comparison in the respective regions. This approach provides 
a set of guiding parameters to evaluate and decide on the required elements and measures that should 
be in place to maximise the benefits of AI while minimising the risks. This considers the fact that a one-
size-fits-all policy is unlikely to be e€ective, especially when you look at particular points along the AI 
lifecycle and the growing number of AI use cases. Likewise, this approach can be useful when there is a 
debate as to which human rights take priority.145 

The Framework Convention on Artificial Intelligence and Human Rights, Democracy and the Rule 
of Law, published in September 2024, is the first binding international treaty signed by EU, UK, 
and US. It aims to ensure AI system lifecycles align with human rights, democracy, and the rule 
of law while fostering technological progress. Its objective is to ensure that activities within the 
lifecycle of AI systems are fully consistent with human rights, democracy, and the rule of law 
while being conducive to technological progress and innovation. This concerns public authorities’ 
use of AI systems, as well as private entities acting on their behalf. The framework recommends 
mechanisms to ensure its objectives are met including (i) establishing information systems to 
provide transparency on AI uses, (ii) establishing an e€ective complaint-handling mechanism 
under the suitable authorities, (iii) providing e€ective procedural guarantees, safeguards, and 
rights to a€ected persons in connection with the application of an AI system where it significantly 
impacts upon the enjoyment of human rights and fundamental freedoms, and (iv) mandating 
disclosure of AI involvement in interactions. 

The first binding international treaty on AI: EU, UK, US signatories 

Organisation Principles

Global Privacy Assembly (GPA) 
Declaration on Ethics and Data 
Protection in AI141 

The principles established are privacy, fairness, accountability, transparency, and 
human rights. This declaration promotes fairness and accountability, calling for stricter 
governance to mitigate risks to privacy and fundamental rights.

United Nations Global Digital 
Compact142 

Focuses on leveraging AI to support the Sustainable Development Goals (SDGs), 
promoting inclusive, human-centric AI governance at a global scale. This document 
manifests digital inclusion, security, transparency, equity, and human-centricity.

Council of Europe (COE) 
Convention 108+143 

The COE promotes AI frameworks that protect human rights and privacy. Convention 
108+ extends data protection to AI, and the Ad Hoc Committee on AI (CAHAI) explores 
legal frameworks for ethical AI use, particularly regarding facial recognition. 
It concentrates on the principles of human rights, democracy, the rule of law, 
transparency, and data privacy.

European Commission Ethical 
Guidelines for Trustworthy AI144 

Emphasis on lawful, ethical AI development, providing a foundation for ongoing 
regulations, such as the AI Act. The Guidelines support both the private and public 
sectors in aligning with fundamental rights. They highlight the principles of human 
agency, technical robustness, transparency, and non-discrimination.
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The international frameworks referred to in Table 2 describe guiding principles and recommendations 
(soft law) that would need to be adopted at the domestic level to become enforceable (hard law). 
However, to date, except for the EU, there has not been significant progress regarding enforcement 
measures.

The EU AI Act represents a comprehensive regulatory framework applicable to all EU members. It 
classifies AI risks and prohibits applications that pose unacceptable threats to human rights, such as 
systems involving biometric data misuse or privacy violations. Typical categories of unacceptable risk 
are systems that entail the following:

Issue Example Related Human Rights

Cognitive behavioural 
manipulation

Voice-activated toys that encourage 
dangerous behaviour in children

Freedom

Social scoring
Classifying people based on behaviour, 
socioeconomic status, or personal 
characteristics

Non-discrimination, equal access 
to law and justice

Biometric identification Categorisation of people Privacy and data protection

Real-time and remote 
biometric identification 
systems

Bias or discriminatory facial recognition Privacy and data protection

Source: Access Partnership research.
Table 3. Unacceptable threats to human rights under the EU AI Act 

Beyond the EU and US, through the US Executive Order on AI,146 China stands out as the only other 
nation to adopt prescriptive AI regulations with non-compliance consequences and specific prohibitions. 
The Deep Synthesis Provisions,147 enacted by China in 2023, address risks associated with deepfakes 
by imposing responsibilities on deep synthesis service providers regarding data security, personal 
information protection, transparency, content management, and technical security.

To e€ectively address AI risks and determine which can be managed versus those requiring outright 
suppression, international articulation and cooperation are essential. This collaborative approach allows 
for the implementation of minimum principles guided by globally recognised human rights frameworks 
while enabling nations to adopt tailored domestic measures that align with these universal parameters.

Based on the identified international principles and existing instruments for the responsible use of AI, 
the next section delves into the specific regulatory landscapes of the DCO Member States, identifying 
how these international principles manifest within diverse national frameworks. It is important to 
recognise that each Member State’s approach to AI governance reflects its unique sociopolitical context 
and technological readiness. However, they are bound together by a shared commitment to ethical AI 
practices and the protection of human rights.
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3.3 DCO MEMBER STATES’ REGULATORY LANDSCAPE 
By exploring how international principles for the responsible use of AI are implemented within 
various national frameworks, we can discern the unique approaches of each DCO Member State. 
This section will highlight the specific regulatory measures that DCO Member States adopt, offering 
insights into their readiness and commitment to responsible AI governance. 

Establishing a national AI framework is imperative for countries to foster innovation while ensuring 
ethical standards and public safety. Such frameworks provide clear guidelines for developing, 
deploying, and regulating AI technologies, thus addressing potential risks like privacy violations, 
bias, and security threats.

Moreover, a national AI framework can promote transparency and accountability, encouraging 
public trust in AI systems. By defining public policy objectives and governance structures, countries 
can harmonise efforts between public and private sectors, optimise resource allocation, and create 
a supportive environment for technological advancements. Ultimately, a well-defined AI framework 
can help nations navigate the complexities of AI, mitigate human rights challenges, and leverage 
the technology’s full potential for economic and societal benefits. 

Across nations developing AI governance frameworks and national strategies, a common priority 
is protecting humans from potential risks associated with AI use and AI-generated decisions. 
Ethical and responsible AI deployment has emerged as a critical public policy concern for 
governments worldwide. Naturally, as the DCO Member States are diverse and present different 
levels of advancement in adopting digital policies and enabling regulations, the specific policies or 
instruments regarding the protection of human rights in the context of AI use also differ.
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Country Instrument Relevant Principles

Bahrain

Standalone law for artificial intelligence 
(AI)148 

Bahrain AI Procurement Guidelines149

Privacy, personal freedoms, social values and 
traditions, non-discrimination, transparency, 
accountability, and liability regarding ethical 
concerns.

Bangladesh Draft National AI Policy 2024150

Social equity, equality, and fairness; transparency 
and accountability; safety, security, and robustness; 
sustainability; partnership and collaboration; human-
centred AI.

Cyprus National AI strategy151 Not listed. However, it should be noted that the EU AI 
Act is directly applicable in Cyprus as a Member State.

Ghana
National Artificial Intelligence Strategy152 
2023—2033

Follows OECD and UNESCO principles. The strategy 
acknowledges the potential risks AI poses to security, 
safety, privacy, and human rights. It emphasises the 
importance of ensuring a responsible, inclusive, and 
sustainable AI ecosystem to mitigate these risks.

Greece

Law N.4961/2022153 “Emerging IT 
and communications technologies, 
strengthening of digital governance and 
other provisions” Law

Draft National Strategy for AI154

It should be noted that the EU AI Act is directly 
applicable in Greece as a Member State.

Jordan
AI Strategy and Implementation 
Roadmap (2023-2027)155

The deployment of AI will be done by “finding a 
common ethical base” based on “human and religious 
values and the customs and traditions of society”.

Nigeria National Artificial Intelligence Strategy156 
The strategy proposes the development of national AI 
ethical principles that reflect fairness, transparency, 
accountability, privacy, and human well-being.

Oman

National programme for AI and 
advanced technologies157

Policy for the use of AI systems158

Ethical, fair, and safe use of AI applications.

Inclusiveness, accountability, fairness, transparency, 
and security. 

Pakistan Draft National AI Policy159 No specific principles are listed. Promoting the 
responsible use of AI is part of the objectives.

Qatar

Qatar’s National AI Strategy160

Guidelines for Secure Adoption and 
Usage of 2024 Version 1.0 Artificial 
Intelligence161

Qatari social, cultural, and religious norms. 
International guidelines, including explainability and 
interpretability.

Ethical Principles. 

Rwanda
National Artificial Intelligence Policy for 
Rwanda162

The strategy emphasises the importance of ethical 
principles and precautions to mitigate the risks 
associated with AI, ensuring that the technology 
benefits citizens and does not cause harm.

Saudi Arabia

National Strategy for Data & AI163

Generative AI Guidelines (1 & 2)

AI Ethics Principles164

Fairness, reliability and safety; transparency and 
interpretability; accountability and responsibility; 
privacy and security.

* Discussion on AI national strategy is ongoing. 
Source: Access Partnership research

Table 4. Policies and Laws Related to AI in DCO Member States
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As Table 4 demonstrates, most of the DCO Member States have already adopted or are in the 
process of adopting some form of AI framework. Meanwhile, some have yet to advance in 
discussing and defining a national instrument for AI public policy.165 This highlights the big 
opportunity for the DCO Member States to advance in readiness regarding AI use, which starts with 
the adoption of an instrument to define and articulate public policy objectives, as well as defining 
the elements to address the human rights challenges that will come with AI use, regardless of it 
being a national public policy or not, as the market is already advancing to make AI available in all 
industries and services.

Integration of human rights principles in AI strategies

Integrating human rights principles into AI strategies and regulatory frameworks is essential 
for fostering responsible innovation and protecting individual freedoms in the digital age. This 
approach serves multiple critical purposes:

It establishes a strong ethical foundation for AI 
development and deployment, helping to prevent 
potential abuses and ensure that these powerful 
technologies respect human dignity. 

1

2

3

4

By prioritising human rights in AI governance, governments can 
effectively encourage private sector actors to adopt rights-respecting 
approaches in their own AI initiatives, creating a positive ripple effect 
throughout the entire AI ecosystem. 

In jurisdictions where AI governance is still emerging, incorporating 
human rights considerations from the outset creates a stable basis 
for more detailed regulations, ensuring that subsequent developments 
remain aligned with these fundamental principles. 

Lastly, this human rights-centric approach provides a flexible yet robust 
framework that can adapt to the rapid evolution of AI technologies, 
ensuring that governance mechanisms remain relevant and effective in 
protecting individual rights and freedoms as the field advances.
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Nigeria:

The Nigerian strategy emphasises a human-centred approach and highlights the 
importance of human rights in two ways:

• Human-Centric Design: The strategy prioritises the well-being and values of stakeholders 
in the design and implementation of AI technologies. It aims to ensure that AI enhances 
human capabilities, autonomy, and dignity, rather than undermining human agency.

• Protection of Human Rights: One of the objectives is to develop a legal framework that 
promotes responsible AI development and protects human rights and privacy. This 
involves conducting foresight studies to understand AI’s potential societal disruptions 
and implementing legislative reforms to address emerging legal and ethical challenges.

Oman:

The “Integrated National Action Plan” programme is a key part of Oman’s Vision 2040168 and 
aims to support the strategic direction towards AI and advanced technologies. One of the four 
main pillars of this programme is “Governance of AI applications and advanced technologies 
through a human-centred vision”. Under this governance pillar, the document mentions: 

• Focusing on the “ethical, fair, and safe use of AI applications”.

• “Managing ethical issues by laying the foundations that consider human aspects, 
community privacy, governance of data collection processes, and the development of 
safe AI algorithms”.

The document emphasises a “human-centred vision” for AI governance.

Ghana:

Ghana published the National Artificial Intelligence Strategy 2023-2033 in October 2022. 
One of its highlighted objectives was to disseminate local and international guidelines 
on trustworthy, safe, secure, and ethical AI practices to AI developers and adopters. 

have also been included. 

Jordan:

In mid-2022, the cabinet of Jordan’s Ministry of Digital Economy and Entrepreneurship 
approved the National Charter of Ethics for Artificial Intelligence.166 The charter called 
for Jordan to develop a national strategy and regulatory regime for the deployment of AI 
technology. The deployment of AI will be done by “finding a common ethical base” based 
on “human and religious values, and the customs and traditions of society”. The charter 
contains several ethical principles for AI, including accountability, transparency, and 
respect for individual privacy.167 

Most DCO Member States have published their AI strategies. Below are some examples where 
national strategies include specific references to human rights:
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Saudi Arabia:

The report on AI Ethics Principles169 states that the principles are aligned with Saudi 
Arabia’s commitment to human rights and cultural values. It emphasises that AI systems 
should respect fundamental human rights and not deceive or impair people’s freedom of 
choice. There are multiple references to assessing AI systems’ impact on human rights 
throughout the development lifecycle.

Greece and Cyprus:

With the recent signature of the European Council’s Framework Convention, Cyprus 
and Greece will be bound to an AI governance approach based on the protection of 
human rights.

Rwanda:

Rwanda’s AI Strategy emphasises the importance of ethical principles and precautions to 
mitigate the risks associated with AI, ensuring that the technology benefits citizens and 
does not cause harm. As such, it highlights the need for:

• 
and operationalised across both the private and public sectors. They were included 
in the National AI Policy published in 2022. They set guidelines and objectives for 
the Rwandan ICT Ministry (MINICT) and Telecommunications Regulator (RURA) to 
implement. These include (i) the addition of AI ethics in their mandates, (ii) initiating 
regulatory sandboxes, and (iii) promoting and updating Rwanda’s Guidelines on the 
Ethical Development and Implementation of Artificial. 

• Regular Updates and Consultation: The guidelines will be updated every three years 
based on feedback from an annual consultation forum that includes industry and 
societal stakeholders.

• Promoting ethical AI Development: There are specific actions to promote and advertise 
these ethical guidelines, integrate them into government functions, and develop 
sector-specific guidelines.
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3.4 GLOBAL DISCOURSE ON AI AND HUMAN RIGHTS AND 
THE DCO MEMBER STATES 
The global discourse on AI and human rights has evolved from theoretical discussions to urgent 
policy imperatives. Internationally, there is growing recognition that AI technologies pose 
unprecedented challenges to fundamental human rights, as presented earlier in the report; 
specifically, those concerning privacy, non-discrimination, and individual autonomy. Key multilateral 
forums, like the United Nations, OECD, and European Union, are increasingly focusing on developing 
comprehensive frameworks that balance technological innovation with robust human rights 
protections.

The DCO membership encompasses a diverse array of countries with vastly different AI landscapes. 
While some Member States have implemented sophisticated regulations, established dedicated AI 
regulators, built robust networks, and instituted academic programmes to address AI challenges, 
others are in the process of building their basic frameworks. Consequently, discussions about 
future regulations must be tailored to each state’s specific status. For countries without existing 
data protection or AI regulations, the initiation of discussions is a positive step. Implementing data 
protection rules is a crucial milestone for any nation aiming to develop a robust AI framework, as 
privacy and data protection represent some of the most significant risks to society. The absence of 
safeguards against data misuse poses one of the most pressing challenges a government can face.

In Gambia, for example, in the absence of a comprehensive data protection law, the Information 
Act170 governs some aspects of data processing and retention. It does so only within the context of 
information and communication services. The Public Utilities Regulatory Authority (PURA)171 issued 
a Draft Data Protection and Privacy Policy Strategy172 in 2019 that still needs to attain legal status. 

Pakistan and Bangladesh demonstrate progress in this area. Pakistan’s National AI Policy draft,173 
released in November 2023, aims to raise public awareness of AI, develop the existing workforce, 
invest in R&D, and establish regulatory frameworks and ethical practices. Similarly, Bangladesh’s 
draft National AI Policy 2024174 outlines objectives, AI principles, implementation approaches, key 
development sectors, challenges, and mitigation strategies. Both countries emphasise principles 
such as social equity, transparency, accountability, security, sustainability, and human-centred AI in 
their draft policies.
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A promising trend among these countries is the cross-collaboration between ICT departments and 
relevant ministries, industry, academia, and civil society to establish institutional frameworks for AI 
policy implementation. This practice should be extended and replicated, with particular emphasis 
on including human rights and justice authorities, which are often overlooked in favour of finance 
or labour ministries.

Countries with more robust legal frameworks, including concrete data protection rules and AI 
strategies, are beginning to establish National Artificial Intelligence authorities, such as SDAIA 
(Saudi Data and AI Authority) in Saudi Arabia. These bodies are tasked with organising, developing, 
and monitoring domestic AI-related activities, with a primary focus on creating and enforcing 
regulatory frameworks. The establishment of such institutions correlates strongly with investments 
in education, policy development, and framework creation, typically observed in countries with 
more advanced AI ecosystems. At the international level, recommendations have been published 
to set criteria for building ethical and responsible AI systems and to assess and mitigate risks. 
Looking ahead, the AI landscape is expected to evolve further, with more refined definitions of the 
AI ecosystem and clarification of different actors’ responsibilities.

As countries continue to release guidelines and regulations – those described throughout section 
3 – on AI system development and usage, more precise delineations of responsibility can be 
expected, particularly concerning the protection of specific human rights. This could lead to greater 
involvement of authorities beyond ICT or AI/Data Protection ministries. Additionally, forthcoming 
court cases linking liability to different roles in the AI value chain are expected to provide valuable 
insights into the evolving regulatory landscape. Global cooperation will be essential to ensure 
consistency and effectiveness in addressing the challenges and maximising the benefits of AI 
technologies.
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4.1 CONCLUSIONS
This report examined the evolving landscape of AI and its implications for human rights globally and 
across DCO Member States. A consistent finding across the Member States is the recognition that AI 
technologies, while holding immense potential for economic growth and societal benefit, also present 
inherent risks to human rights if not developed ethically and deployed responsibly. 

The research also revealed a diverse array of approaches to AI governance, discussing the di€erences 
between soft governance and prescriptive approaches, reflecting not only the varied levels of 
technological advancement but also the regulatory maturity and cultural contexts within the DCO. 
Expectedly, as the adoption of AI and its regulation depends on the underlying economic, political, social 
and cultural factors of a country, AI ‘readiness’ varies across DCO Member States. 

In terms of human rights-focused AI risks, privacy stands at the forefront of these concerns, defined 
as a multifaceted concept extending far beyond traditional data protection. The research highlights 
how AI’s capacity to aggregate and interpret seemingly disparate information creates unprecedented 
challenges for personal autonomy. From physical surveillance to the subtle manipulation of behavioural 
patterns, AI technologies can potentially compromise the intricate layers of human privacy – decisional, 
psychological, associational, and spatial.

Equally critical is the imperative to address algorithmic bias, which threatens to perpetuate and 
potentially amplify existing social inequalities. The absence of robust legal mechanisms to ensure 
fairness in AI systems represents a significant governance gap. This challenge demands not just 
technical solutions but a fundamental reimagining of how technological systems are conceptualised, 
developed, and deployed.

The right to work and education emerges as another crucial domain where AI’s impact is profound and 
potentially transformative in people’s day-to-day lives. While AI presents opportunities for job creation 
and enhanced learning experiences, it simultaneously poses risks of workforce displacement and 
educational inequality. The report emphasises the need for proactive strategies that prioritise skills 
development, lifelong learning, and equitable access to AI-powered educational resources.

Where AI or related authorities demonstrate proactivity regarding technological developments, 
there was little evidence of collaboration between human rights stakeholders (academics, activists, 
journalists, judges, professors, civil society, etc.) and AI policymakers. Fostering cooperation between 
these groups, whether through government and non-government partnerships, public campaigns, 
or oœcial work, could help to incorporate human rights principles into AI governance frameworks, 
promote transparency and accountability, strengthen public awareness and engagement, and facilitate 
multistakeholder problem-solving. By fostering public-private partnerships, investing in continuous 
education, and creating inclusive policy development processes, DCO Member States can develop AI 
governance frameworks that are both innovative and fundamentally human-centric.

The path forward requires more than technological expertise – it demands a holistic commitment to 
human rights principles. This means creating governance structures that are not just reactive but 
anticipatory, not just regulatory but fundamentally ethical. As AI continues to evolve, the approach must 
be dynamic, adaptive, and unwavering in its commitment to preserving human dignity.

By embracing this integrated, forward-looking approach, DCO Member States can transform the 
potential challenges of AI into opportunities for enhanced human capabilities, societal progress, and 
collective well-being. 

Success in protecting human rights in the AI era requires sustained commitment, adequate resources, 
and concrete action from all stakeholders. By implementing these recommendations within a clear 
timeline and with appropriate accountability measures, nations can work towards ensuring that AI 
technologies serve to enhance, rather than diminish, human dignity and fundamental rights.
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4.2 POLICY RECOMMENDATIONS
The recommendations provided below are framed based on the analysis of human rights-based 
approaches to responsible AI governance in the DCO Member States. However, the suggested actions 
described below are equally applicable to other states concerned with this subject and dependent on 
the respective context and government objectives in those countries. As described in this report, the 
appropriate policy and regulatory response is a spectrum and there is no ‘one-size-fits-all’ approach. 

4.2.1 Recommendations for Governments and Policymakers 

Strategic Implementation Framework

1. Establish clear ethical principles and definitions through a multi-stakeholder approach to be 
embedded in national regulations and policies

The foundation of e€ective human rights protection in AI systems begins with precise and universally 
understood definitions and principles. Nations must prioritise the development of clear, rights-centred 
principles and key AI concepts within their legal and policy frameworks. These concepts should explicitly 
address how AI intersects with fundamental human rights, including privacy, dignity, autonomy, and 
non-discrimination.

For instance, when defining algorithmic transparency, the definition should encompass not only 
technical aspects but also the right of individuals to understand how AI systems a€ect their 
fundamental rights. Similarly, data privacy definitions should extend beyond basic data protection to 
address the full spectrum of privacy rights, including physical, mental, and associational privacy in the 
context of AI systems.

The development of these definitions should involve human rights experts, civil society organisations, 
and a€ected communities, ensuring that technical concepts are grounded in human rights principles 
and aligned with internal best practices to allow for wider regulatory and policy harmonisation. This 
participatory approach helps create definitions that protect vulnerable populations and address the 
potential discriminatory impacts of AI systems.
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2. Harmonise AI governance for consistent rights protection

Creating compatible AI governance frameworks across DCO Member States requires a careful balance 
between standardisation and local context. The focus should be on establishing common human rights 
safeguards while respecting diverse cultural and social contexts. This harmonisation e€ort should 
prioritise:

• The development of shared human rights impact assessment methodologies that can be applied 
across jurisdictions. These assessments should examine how AI systems a€ect various rights, from 
freedom of expression to economic and social rights.

• The creation of cross-border remediation mechanisms for individuals whose rights have been 
violated by AI systems. This includes establishing clear paths for redress and ensuring that human 
rights protections remain consistent as AI systems operate across national boundaries.

• The implementation of joint monitoring systems to track how AI deployments a€ect human rights 
across di€erent contexts and populations. This monitoring should inform ongoing policy development 
and adjustment.

3. Develop comprehensive rights-based policy frameworks

Transversal policies for AI must extend beyond technical considerations to embed human rights 
protection throughout the AI lifecycle. This requires integrating human rights considerations into every 
aspect of AI governance, from research and development to deployment and monitoring.

The national policy frameworks should address how AI intersects with existing human rights legislation 
and international human rights law. This includes developing specific guidelines for high-risk AI 
applications that could significantly impact human rights, such as AI systems used in criminal justice, 
healthcare, or social services.

Furthermore, policies should establish clear accountability mechanisms for human rights violations 
caused by AI systems. This includes defining responsibility among di€erent stakeholders, from 
developers (engineers and technicians in charge of developing the AI systems) to general users, and 
ensuring that a€ected individuals have access to e€ective remedies.

Implementation guidelines should detail specific steps that organisations must take to protect human 
rights when developing or deploying AI systems. These guidelines should address issues such as: 

The right to human review of significant AI decisions a€ecting individual rights 
and freedoms.

Mechanisms for identifying and mitigating discriminatory bias in AI systems.

Requirements for meaningful transparency about AI capabilities and limitations.

Protocols for protecting privacy and personal data throughout the AI lifecycle.
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The success of these policies depends on regular evaluation and updates to address emerging 
human rights challenges as AI technology evolves. This requires establishing an ongoing dialogue 
between technical experts, human rights advocates, and affected communities to ensure that 
governance frameworks remain effective in protecting human rights in an evolving technological 
landscape.

These comprehensive recommendations provide a foundation for ensuring that AI development and 
deployment consistently uphold and promote human rights across all DCO Member States while 
fostering innovation and cross-border collaboration in a rights-respecting manner.

4. Establishing Foundational Governance Structures

National AI Oversight Bodies

Countries should establish dedicated AI governance bodies with explicit human rights mandates. 
For example, a National AI Ethics and Rights Council could be created with representation from 
human rights organisations, technical experts, and civil society. This council would be responsible 
for reviewing high-risk AI applications and ensuring human rights impact assessments are 
conducted before deployment.

Approaching the implementation of such a body, authorities should consider: 

• Creating a legislative framework defining the council’s authority and composition. 

• Establishing mandatory human rights impact assessments for AI systems in critical sectors.

• Developing clear enforcement mechanisms, with penalties for non-compliance.

• Instituting regular auditing processes with public reporting requirements.

Building Human Rights Capacity – Educational Framework Development and Public Awareness

The foundation of effective human rights protection in AI systems begins with comprehensive 
education and capacity building across all sectors of society. A robust educational framework must 
be established that goes beyond basic AI literacy to deeply integrate human rights principles into all 
aspects of AI development and deployment.

For government officials, specialised training programmes should be developed that focus on 
conducting thorough human rights impact assessments of AI systems. These programmes must 
include practical case studies and hands-on experience in evaluating AI systems through a human 
rights lens. Officials should learn to identify potential human rights violations in AI applications, 
understand the implications of algorithmic bias, and develop strategies for protecting vulnerable 
populations.

Technical education programmes in universities and vocational institutions must incorporate 
mandatory courses on AI ethics and human rights. These courses should cover not only theoretical 
frameworks but also practical applications, teaching future AI practitioners how their technical 
decisions impact human rights. Students should learn to implement privacy-preserving techniques, 
develop bias-mitigation strategies, and design systems that protect user autonomy and dignity.

Public awareness campaigns should be designed through collaboration between public authorities, 
regulators, and civil society to educate citizens about their rights in an AI-driven world. These 
campaigns must go beyond simple information dissemination to actively engage communities in 
discussions about AI’s impact on their daily lives. Citizens should understand their rights regarding 
automated decision-making, data privacy, and algorithmic transparency.
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4.2.2 Recommendations for industry stakeholders

Industry Engagement and Accountability

Private sector participation in human rights protection requires a comprehensive approach that 
combines regulatory requirements with positive incentives. Companies developing AI systems must 
establish internal human rights review boards with the authority to influence product development 
decisions. These boards should include external human rights experts and representatives from 
a€ected communities.

Industry-specific guidelines, made in collaboration with trade associations, should be developed that 
address the unique human rights challenges in di€erent sectors. For example, guidelines for healthcare 
AI systems must prioritise patient autonomy and privacy, while those for AI in criminal justice must 
ensure due process and non-discrimination. These guidelines should include specific technical 
requirements and implementation strategies.

Entities involved in developing high-risk AI systems must implement continuous human rights 
monitoring and regular public reporting. These reports should detail potential human rights impacts, 
mitigation strategies, and outcomes of human rights assessments. These entities should also establish 
clear mechanisms for stakeholder feedback and grievance resolution.

To encourage excellence in human rights preservation, incentive programmes should be established. 
These could include tax benefits, preferential government contracting, or public recognition for 
companies that demonstrate exceptional commitment to human rights in AI development. However, 
these incentives must be coupled with rigorous verification processes to prevent superficial compliance.
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Rights-Preserving Technical Standards

Technical requirements for AI systems must be developed with human rights protection as 
a core principle, rather than an afterthought. Explainability requirements should be tailored 
to the potential human rights impact of the system, with stricter standards for systems 
a€ecting fundamental rights, such as liberty, privacy, or access to essential services.

Privacy-preserving technical standards should address not only data protection but also the 
broader right to privacy in all its dimensions. This includes protection against surveillance, 
respect for personal autonomy, and safeguards against indirect privacy violations through 
data inference and aggregation.

Certification processes for AI systems in sensitive domains must include rigorous human 
rights testing. This testing should examine both the intended and unintended consequences 
of system deployment, with particular attention to impacts on marginalised communities. 
Certification should be an ongoing process, rather than a one-time approval, with regular 
reassessment as systems evolve and contexts change.

Monitoring and Enforcement

E€ective oversight requires the development of sophisticated monitoring systems that can 
track both the quantitative and qualitative impacts of AI systems on human rights. This would 
include establishing regular auditing procedures (conducted either by internal auditors or 
specialised auditing consulting firms) to examine AI deployments for technical compliance 
and real-world human rights impacts, ensuring audit results are made publicly available 
to promote transparency and accountability. These audits should be adapted to expand the 
scope and depth of monitoring, moving beyond just technical compliance checks to thoroughly 
evaluate the actual, on-the-ground e€ects of AI systems on human rights, incorporating both 
quantitative metrics and qualitative assessments, and involving diverse stakeholders, including 
human rights experts and a€ected communities, in the monitoring and auditing processes. 

These auditing processes must be established for both public and private sector AI 
deployments. These audits should examine not only technical compliance but also real-world 
impacts on human rights. Audit results should be publicly available to ensure transparency 
and accountability.

Enforcement mechanisms must include meaningful penalties for human rights violations, scaled 
according to the severity and scope of the violation. These penalties should be accompanied 
by requirements for remediation and system improvement. A structured process should be 
established for a€ected individuals and communities to seek redress for human rights violations.

The e€ectiveness of these measures should be regularly evaluated and updated based on 
emerging challenges and lessons learned. This requires establishing feedback loops between 
technical implementers, human rights experts, a€ected communities, and oversight bodies. 
Regular multi-stakeholder dialogues should be held to discuss evolving challenges and 
develop new protection strategies.

Through this comprehensive approach to building human rights capacity, organisations can 
work towards ensuring that AI development and deployment consistently uphold human 
dignity and fundamental rights while fostering innovation and technological progress.

1

2

Technical Implementation and Oversight
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5.1 RESEARCH APPROACH AND DESIGN 
This report made use of a qualitative and comparative research approach to examine AI governance 
frameworks globally and across the DCO Member States. The primary objective was to assess how 
these countries address the ethical implications of AI and its impact on human rights. 

Multiple data collection methods were used, including comprehensive desk research, expert 
consultations, and interviews. The research incorporates global, regional, and national benchmarking to 
assess alignment with international norms. The comparative analysis enables the identification of best 
practices and challenges in AI governance, while expert input validates findings and ensures alignment 
with current developments. This multifaceted approach provides a nuanced understanding of how 
national contexts influence AI policymaking and implementation across Member States.

The research design was structured as follows:

Qualitative Research:

The study was grounded in qualitative methodologies, allowing for an in-depth 
exploration of the complex relationships between AI technologies, ethical considerations, 
and human rights. By focusing on the policies, legal frameworks, and AI strategies of 
the DCO Member States, the study provided a nuanced understanding of how these 
elements intersect. 

Comparative Analysis: 

A key aspect of the research design was the comparative analysis across the Member 
States. This approach allowed the identification of best practices, as well as the gaps 
and challenges that di€erent countries face in AI governance. The comparative analysis 
facilitated a detailed understanding of how di€erent national contexts influence AI 
policymaking and implementation. 

Expert Consultation:

The research was enriched by consultations with experts in AI ethics and policymakers. 
These consultations provided critical insights that validated the findings and ensured 
that the analysis was aligned with the latest developments in AI governance. 

Global, Regional, and National Benchmarking: 

The study incorporated comparative analysis against global standards (e.g., OECD 
AI Principles), regional frameworks (e.g., African Union Continental AI Strategy), and 
national initiatives. The objective of this was to assess the alignment of the DCO Member 
States with international norms and identify areas for improvement. 
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5.2 DATA COLLECTION METHODS 
Data for the study was collected through multiple methods, ensuring a comprehensive and robust 
analysis of AI governance frameworks:

1. Desk Research: 

• Literature Review: A systematic literature review was conducted, focusing on academic publications, 
AI ethics guidelines, and reports from international organisations. This review provided the 
foundational knowledge required to understand the state of AI governance globally and within the 
DCO Member States. 

• Policy and Legal Document Analysis: National AI strategies, legal texts, and policy documents from 
each Member State were thoroughly analysed. This analysis focused on identifying the legal and 
regulatory mechanisms in place to govern AI, particularly concerning human rights and ethical 
considerations.

• Review of Country-Specific AI Policy Developments: An in-depth investigation of AI policy 
implementations and partnerships in Member States was carried out.

2. Interviews: 

• Design and Distribution: Where applicable, interviews were distributed to key stakeholders, including 
government oœcials, AI developers, and representatives from civil society organisations. The 
interviews were designed to capture perceptions of AI governance, challenges in implementation, and 
potential solutions for enhancing AI ethics frameworks. 
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Nov 1 2022.pdf 

168 Oman Vision 2040, https://www.oman2040.om/
vision?lang=en
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171 Public Utilities Regulatory Authority (PURA), https://
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